
Ilias Cholis, 7/16/2024

Antimatter Cosmic Ray Nuclei as a 
probe for Dark Matter

behavior which is distinct from that observed in the
antiproton-to-proton, antiproton-to-positron, and proton-
to-positron flux ratios.
To examine the rigidity dependence of the flux ratios

shown in Figs. 3(a) and 3(b) quantitatively in a model
independent way, Eq. (4) is fit to the flux ratios over their
rigidity ranges with a sliding window. For each flux ratio,
the width of the window varies with rigidity to have
sufficient sensitivity to the slope k such that each window
covers between four and eight bins. The variations of C and
slope k for the (p̄=p) flux ratio are shown in Fig. 4. At low
rigidity the slope k crosses zero, that is, the ratio reaches a
maximum at ∼20 GV as also clearly seen in the parameter
C. As seen from Fig. 5 of Supplemental Material [18], the
rigidity dependence of the (p̄=eþ) and (p=eþ) flux ratios
are nearly identical to that of the (p̄=p) flux ratio. Also
shown in Fig. 4, as well as in Fig. 5 of the Supplemental
Material [18], are the mean values of the flux ratios over the
intervals where they are rigidity independent.
In conclusion, with this measurement of the antiproton

flux and the (p̄=p) flux ratio, AMS has simultaneously
measured all the charged elementary particle cosmic ray
fluxes and flux ratios. In the absolute rigidity range ∼60 to
∼500 GV, the antiproton, proton, and positron fluxes are
found to have nearly identical rigidity dependence and the
electron flux exhibits a different rigidity dependence. In the
absolute rigidity range below 60 GV, the (p̄=p), (p̄=eþ),
and (p=eþ) flux ratios each reaches a maximum. In the
absolute rigidity range ∼60 to ∼500 GV, the (p̄=p),
(p̄=eþ), and (p=eþ) flux ratios show no rigidity depend-
ence. These are new observations of the properties of
elementary particles in the cosmos.
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FIG. 4. Sliding window fits of Eq. (4) to the (p̄=p) flux ratio
measured by AMS with parameter C (green, left axis) and the
slope k (blue, right axis). The green and blue shaded regions
indicate that the errors are correlated between adjacent points.
The points are placed at R0. The dashed blue line at k ¼ 0 is to
guide the eye. The black arrow indicates the lowest rigidity above
which the flux ratio is consistent with being rigidity independent
and the black horizontal band shows the mean value and the
1-sigma error of the flux ratio above this rigidity.
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The AMS-02 experiment on ISS

fraction is steadily increasing from 10 to !250 GeV, but, from 20 to 250 GeV, the slope decreases by

an order of magnitude. The positron fraction spectrum shows no fine structure, and the positron to

electron ratio shows no observable anisotropy. Together, these features show the existence of new

physical phenomena.

DOI: 10.1103/PhysRevLett.110.141102 PACS numbers: 96.50.sb, 14.60.Cd, 95.35.+d, 95.55.Vj

The Alpha Magnetic Spectrometer (AMS-02) is a gen-
eral purpose high-energy particle physics detector. It was
installed on the International Space Station (ISS) on
19 May 2011 to conduct a unique long duration mission
(!20 years) of fundamental physics research in space. The
first AMS results reported in this Letter are based on the
data collected during the initial 18 months of operations on
the ISS, from 19 May 2011 to 10 December 2012. This
constitutes 8% of the expected AMS data sample. The
positron fraction, that is, the ratio of the positron flux to
the combined flux of positrons and electrons, is presented
in this Letter in the energy range from 0.5 to 350 GeV. Over
the past two decades, there has been strong interest in the
cosmic ray positron fraction in both particle physics and
astrophysics [1]. The purpose of this Letter is to present the
accurate determination of this fraction as a function of
energy and direction (anisotropy).

AMS detector.—The layout of the AMS-02 detector [2]
is shown in Fig. 1. It consists of nine planes of precision
silicon tracker, a transition radiation detector (TRD), four
planes of time of flight counters (TOF), a permanent
magnet, an array of anticoincidence counters (ACC), sur-
rounding the inner tracker, a ring imaging Čerenkov de-
tector (RICH), and an electromagnetic calorimeter
(ECAL). The figure also shows a high-energy electron of
1.03 TeV recorded by AMS.

The AMS coordinate system is concentric with the
center of the magnet. The x axis is parallel to the main
component of the magnetic field, and the z axis points
vertically. The (y-z) plane is the bending plane. AMS is
mounted on the ISS with a 12" roll to port to avoid the ISS
solar panels being in the detector field of view; terms such
as ‘‘above,’’ ‘‘below,’’ and ‘‘downward-going’’ refer to the
AMS coordinate system.

The tracker accurately determines the trajectory and
absolute charge (Z) of cosmic rays by multiple measure-
ments of the coordinates and energy loss. It is composed of
192 ladders, each containing double-sided silicon sensors,
readout electronics, and mechanical support [3,4]. Three
planes of aluminum honeycomb with carbon fiber skins are
equipped with ladders on both sides of the plane. These
double planes are numbered 3–8; see Fig. 1. Another three
planes are equipped with one layer of silicon ladders. As
indicated in Fig. 1, plane 1 is located on top of the TRD,
plane 2 is above the magnet, and plane 9 is between the
RICH and the ECAL. Plane 9 covers the ECAL accep-
tance. Planes 2–8 constitute the inner tracker. Coordinate
resolution of each plane is measured to be better than

10 !m in the bending direction, and the charge resolution
is !Z ’ 0:06 at Z ¼ 1. The total lever arm of the tracker
from plane 1 to plane 9 is 3.0 m. Positions of the planes of
the inner tracker are held stable by a special carbon fiber
structure [5]. It is monitored by using 20 IR laser beams
which penetrate through all planes of the inner tracker and
provide micron-level accuracy position measurements.
The positions of planes 1 and 9 are aligned by using cosmic
ray protons such that they are stable to 3 !m (see Fig. 2).
The TRD is designed to use transition radiation to dis-

tinguish between e$ and protons, and dE=dx to indepen-
dently identify nuclei [6]. It consists of 5248 proportional
tubes of 6 mm diameter with a maximum length of 2 m
arranged side by side in 16-tube modules. The 328 modules

TRD

Tracker 

ECAL 

RICH

FIG. 1 (color). A 1.03 TeV electron event as measured by the
AMS detector on the ISS in the bending (y-z) plane. Tracker
planes 1–9 measure the particle charge and momentum. The
TRD identifies the particle as an electron. The TOF measures
the charge and ensures that the particle is downward-going. The
RICH independently measures the charge and velocity. The
ECAL measures the 3D shower profile, independently identifies
the particle as an electron, and measures its energy. An electron
is identified by (i) an electron signal in the TRD, (ii) an electron
signal in the ECAL, and (iii) the matching of the ECAL shower
energy and the momentum measured with the tracker and
magnet.
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Figure 1). The average time resolution of each counter has 
been measured to be 160 picoseconds, and the overall beta 
��	����� ������������� �������em has been measured to be 
��� ���� ���� �
�������� 
��������� ��� ��� ������
specifications. 

The Anti-Coincidence Counters (ACC) surround the 
AMS silicon tracker, just inside the inner cylinder of the 
vacuum case, to detect unwanted particles that enter or 
leave the tracker volume and induce signals close to the 
main particle track such that it could be incorrectly 
measured, for example confusing a nucleus trajectory with 
that of an anti-nucleus.  The ACC consists of sixteen 
curved scintillator panels of 1 m length, instrumented with 
wavelength shifting fibers to collect the light and guide it 
to a connector from where a clear fiber cable guides it to 
the photomultiplier sensors mounted on the conical flange 
of the vacuum case. 

2.3. Silicon Tracker and Permanent Magnet 

The tracker is composed of 192 ladders, the basic unit 
that contains the silicon sensors, readout electronics and 
mechanical support. Three planes of honeycomb with 
carbon fiber skin, equipped with silicon ladders on both 
sides, constitute the inner part of the silicon tracker. Other 
three planes equipped with only one layer of silicon 
ladders are located on top of TRD, on top of the 
Permanent Magnet and in between Ring Image Cherenkov 
detector and Electromagnetic Calorimeters as indicated in 
Figure 1. 

Each ladder has 100µm pitch silicon strips aligned with 
3µm accuracy that measure coordinates of charged 
particles two orthogonal projections. Accuracy of the 
measurement in the bending plane is 10µm. Overall there 
are close to 200000 readout channels. Signal amplitude 
provides a measurement of the particle charge independent 
of other sub-detectors as presented in Figure 2. 

 

 
Figure 2: Correlation between bending plane amplitudes 
(charge S) and non-bending plane amplitudes (charge K) 
as measured in the heavy ion beam of 158 GeV/n. 
 

 Permanent Magnet with the central field of 1.4kG 
provides a bending power sufficient to measure protons up 
to Maximal Detectable Rigidity of 2.14TV. For He nuclei 
the Maximal Detectable rigidity is 3.75TV 

2.4. Ring Imaging Cherenkov detector 

The Ring Imaging Cerenkov (RICH) detector is 
designed to separate charged isotopes in cosmic rays by 
measuring velocities of charged particles with a precision 
of one part in a thousand.  The detector consists of a dual 
dielectric radiator that induces the emission of a cone of 
light rays when traversed by charged particles with a 
velocity greater than that of the phase velocity of light in 
the material.  The emitted photons are detected by an array 
of photon sensors after an expansion distance of 45 cm  
The measurement of the opening angle of the cone of 
radiation provides a direct measurement of the velocity of 
the incoming charged particle (�=v/c).  By counting the 
number of emitted photons the charge (Z) of the particle 
can be determined (see Figure 3).  

The radiator material of the detector consists of 92 tiles 
of silica aerogel (refractive index n=1.05) of 2.5 cm 
thickness and 16 tiles of sodium fluoride (n=1.33) of 
0.5 cm thickness.  This allows detection of particles with 
velocities greater than 0.953c and 0.75c respectively.  The 
detection plane consists of 10,880 photon sensors with an 
effective spatial granularity of 8.5 x 8.5 mm2.  To reduce 
lateral losses the expansion volume is surrounded by a 
high reflectivity reflector with the shape of a truncated 
cone. 

 
Figure 3: Shown on top are snapshots of the rings 
produced by the different nuclei as seen by RICH. Bottom 
figure is a spectrum of charges observed in 158 GeV/n 
heavy ion beam. 

2.5. Electromagnetic Calorimeter 

The AMS-02 electromagnetic calorimeter (ECAL) 
consists of a lead scintillating fiber sandwich with an 
active area of 648x648 mm2 and a thickness of 166.5 mm.  
The calorimeter is composed of 9 superlayers, each 
18.5 mm thick and made of 11 grooved, 1 mm thick lead 
foils interleaved with 10 layers of 1 mm diameter 
scintillating fibers. In each superlayer, the fibers run in one 
direction only.  The 3-D imaging capability of the detector 
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behavior which is distinct from that observed in the
antiproton-to-proton, antiproton-to-positron, and proton-
to-positron flux ratios.
To examine the rigidity dependence of the flux ratios

shown in Figs. 3(a) and 3(b) quantitatively in a model
independent way, Eq. (4) is fit to the flux ratios over their
rigidity ranges with a sliding window. For each flux ratio,
the width of the window varies with rigidity to have
sufficient sensitivity to the slope k such that each window
covers between four and eight bins. The variations of C and
slope k for the (p̄=p) flux ratio are shown in Fig. 4. At low
rigidity the slope k crosses zero, that is, the ratio reaches a
maximum at ∼20 GV as also clearly seen in the parameter
C. As seen from Fig. 5 of Supplemental Material [18], the
rigidity dependence of the (p̄=eþ) and (p=eþ) flux ratios
are nearly identical to that of the (p̄=p) flux ratio. Also
shown in Fig. 4, as well as in Fig. 5 of the Supplemental
Material [18], are the mean values of the flux ratios over the
intervals where they are rigidity independent.
In conclusion, with this measurement of the antiproton

flux and the (p̄=p) flux ratio, AMS has simultaneously
measured all the charged elementary particle cosmic ray
fluxes and flux ratios. In the absolute rigidity range ∼60 to
∼500 GV, the antiproton, proton, and positron fluxes are
found to have nearly identical rigidity dependence and the
electron flux exhibits a different rigidity dependence. In the
absolute rigidity range below 60 GV, the (p̄=p), (p̄=eþ),
and (p=eþ) flux ratios each reaches a maximum. In the
absolute rigidity range ∼60 to ∼500 GV, the (p̄=p),
(p̄=eþ), and (p=eþ) flux ratios show no rigidity depend-
ence. These are new observations of the properties of
elementary particles in the cosmos.
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FIG. 4. Sliding window fits of Eq. (4) to the (p̄=p) flux ratio
measured by AMS with parameter C (green, left axis) and the
slope k (blue, right axis). The green and blue shaded regions
indicate that the errors are correlated between adjacent points.
The points are placed at R0. The dashed blue line at k ¼ 0 is to
guide the eye. The black arrow indicates the lowest rigidity above
which the flux ratio is consistent with being rigidity independent
and the black horizontal band shows the mean value and the
1-sigma error of the flux ratio above this rigidity.
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Signals of thermal DM

–Production (accelerators)
–Cosmic rays/indirect detection (PAMELA/
Fermi/WMAP...)

–Direct detection (DAMA/XENON/CDMS...)
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We use as benchmark antiproton production cross section the default in Galprop, i.e.,
the parameterization from [41]. In [15] we checked recent new updated models of the cross
section from [42] and [43], and we found that the results of the fit are substantially unchanged.
The main e↵ect is to slightly modify the region of parameter space preferred by DM at the
level of 20–30%, leaving unchanged the values of the minimal �2.

Adding a DM component significantly improves the global fit of the CR antiproton data.
This is due to a sharp spectral feature in the antiproton flux at a rigidity of about 20GV. Such
a feature cannot be described by the smooth spectrum of secondary antiprotons produced
by the interactions of primary protons and helium nuclei on the interstellar medium. The
spectrum from DM annihilation, on the other hand, exhibits such a sharp feature from the
kinematic cut-o↵ set by the DM mass. Adding a DM component thus provides a significantly
better description of the antiproton data.
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Figure 1. Cosmic-ray fit for the individual annihilation channels: gg (cyan), WW
⇤ (green), bb̄ (red),

ZZ
⇤ (blue), hh (pink) and tt̄ (orange) in the mDM-h�vi plane. We show the 1, 2, and 3� contours.

For comparison we display the thermal cross section (dashed horizontal line).

In figure 1 we present the preferred range of DM masses and annihilation cross sections
for the di↵erent SM annihilation channels. The regions are frequentist contour plots of the
two-dimensional profile likelihood obtained minimizing the �

2 with respect to the remaining
eleven parameters in the fit. They, thus, include the uncertainties in the CR source spectra
and CR propagation. All channels provide an improvement compared to a fit without DM:
we find a �

2/(number of degrees of freedom) of 71/165 for the fit without DM, which is
reduced to 46/163 (bb̄), 48/163 (hh), 50/163 (gluons and/or light quarks), 50/163 (WW

⇤),
46/163 (ZZ

⇤), and 59/163 (tt̄), respectively, when adding a corresponding DM component
(see also Table 1). Formally, ��

2 = 25 for the two extra parameters introduced by the DM
component with annihilation into bb̄ corresponds to a significance of 4.5, although such an
estimate does not account for possible systematic errors.

Figure 1 also shows that di↵erent annihilation channels would imply di↵erent preferred
DM masses, ranging from mDM ⇡ 35GeV for gluons and/or light quarks to mDM near the
Higgs and top mass for annihilation into Higgs or top-quark pairs, respectively. For all the
channels, the fit points to a thermal annihilation cross section h�vi ⇡ 3⇥ 10�26 cm3/s.
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Figure 2. Joint fit to CR fluxes, the GCE and dwarf galaxies for the individual SM annihilation
channels in the mDM-h�vi plane. We show the 1, 2, and 3� contours. For comparison we display the
thermal cross section (dashed horizontal line).
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AMS-02 pbar/p ratio and Dark Matter (& 
Fermi Galactic Center excess?)
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FIG. 1: Comparison of the best fit of the p̄/p ratio to the AMS-02 data [14], with a DM component (left panel) and
without DM (right panel). The lower panels show the corresponding residuals. The fit is performed between the

dotted lines, i.e., for rigidities 5GV  R  10TV. The grey bands around the best fit indicate the 1 and 2�
uncertainty, respectively. The dashed black line (labeled “�� = 0 MV”) shows the best fit without correction for

solar modulation. The solid red line shows the best fit DM contribution. We also show, for comparison, the
contribution from astrophysical tertiary antiprotons denoted by the dot-dashed line.

not reduce the evidence for a DM matter component in
the antiproton flux, and modifies only slightly the pre-
ferred ranges of DM mass and annihilation cross-section,

FIG. 2: Best fit regions (1, 2 and 3�) for a DM
component of the antiproton flux, using the antiproton
cross-section models of [40] (Tan & Ng), [41] (di Mauro
et al.), and [42] (Kachelriess et al.). For comparison, we
also show the best fit region of the DM interpretation of

the Galactic center gamma-ray excess [38], and the
thermal value of the annihilation cross-section,

h�vi ⇡ 3⇥ 10
�26 cm3s�1.

see FIG. 2. This represents an important test, since the
cross-sections used are quite different in nature. While
those of [40, 41] are based on a phenomenological param-
eterization of the available cross-section data, the cross
section of [42] is based on a physical model implemented
through Monte Carlo generators. While this check does
not exhaust the range of possible systematics related to
the antiproton cross-section, a more robust assessment
of this issue requires more accurate and comprehensive
experimental antiproton cross-section measurements.

From TABLE I we note that including a DM compo-
nent induces a shift in some of the propagation param-
eters. In particular the slope of the diffusion coefficient,
�, changes by about 30% from a value of � ⇡ 0.36 with-
out DM to � ⇡ 0.25 when DM is included. This stresses
the importance of fitting at the same time DM and CR
background. The changes induced by a DM component
in the other CR propagation parameters are less than
about 10%. More details are reported in the supplemen-
tary material.

As a further estimate of systematic uncertainties, we
have extended the fit range down to a rigidity of R =

1GV. In this case, the fit excludes a significant DM com-
ponent in the antiproton flux. This can be understood
from the residuals for this case, which are very similar to
the ones shown in the right panel of FIG. 1. Clearly, the
excess feature at R ⇡ 18GV, responsible for the DM pref-
erence in the default case, still remains. The reason why

Cuoco, Kramer, Korsmeier PRL 2017:
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Figure 2. Joint fit to CR fluxes, the GCE and dwarf galaxies for the individual SM annihilation
channels in the mDM-h�vi plane. We show the 1, 2, and 3� contours. For comparison we display the
thermal cross section (dashed horizontal line).
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Early results/projections by : 
Bringmann et al. 2014, Cirelli et al. 2014, Hooper, Linden, Mertsch JCAP 
2015

See also, Cui, Yang, Tsai & Fan, PRL 2017:



What about the Antiproton to Proton Ratio
Uncertainties?

Antiprotons background uncertainties are significant. 

They are associated with: 

i) the antiproton production cross-section from CR 
protons and heavier nuclei collisions with the ISM 
gas

ii) the propagation of CRs through the ISM

iii) Solar Modulation (the propagation of CRs through 
the Heliosphere)



I) Antiproton production cross-section uncertainties

11

T (GeV) Eq.(11) (% error) Eq.(12) (% error) Eq.(13) (% error) spline (% error) Tan & Ng Duperray et al

5 1.23 · 10�30(4.9) 1.47 · 10�30(6.1) 1.67 · 10�30(5.4) 1.38 · 10�30(2.7) 1.42 · 10�30 1.40 · 10�30

10 4.31 · 10�31(4.2) 4.87 · 10�31(3.0) 5.17 · 10�31(4.8) 4.34 · 10�31(2.5) 4.96 · 10�31 4.74 · 10�31

100 1.70 · 10�33(5.9) 1.82 · 10�33(8.7) 1.77 · 10�33(6.8) 2.03 · 10�33(3.2) 1.82 · 10�33 2.04 · 10�33

500 2.42 · 10�35(6.2) 2.82 · 10�35(9.5) 3.39 · 10�35(8.8) 3.26 · 10�35(5.2) 2.38 · 10�35 3.27 · 10�35

1000 3.13 · 10�36(6.9) 4.16 · 10�36(11) 6.83 · 10�36(10) 7.02 · 10�36(5.8) 3.29 · 10�36 4.93 · 10�36

TABLE VI. Best-fit values and corresponding percentage relative errors for the pp-induced source term (in GeV�1cm�3s�1),
for some representative antiproton energies and di↵erent approaches in the data analysis.

our plots. A similar prescription was found to be more
indicative of the real uncertainty, once global fits were
performed. In this case, the inadequacy of the nominal
1� error band was already hinted to by the relatively
large reduced �2, never smaller than �2

⌫
= 3.30. We

attribute these results to a combination of factors: i) un-
derestimated experimental errors, notably in (some of)
the older datasets, due to e↵ects that were neglected as
the feed-down we mentioned. ii) inadequacy of any sim-
ple functional form tested to describe faithfully the data,
especially on a large dynamic range; iii) some sort of
more or less implicit analytical extrapolation assumption
in order to achieve coverage of the 3-dimensional space
(
p
s, pT , xR) starting from a discrete set of points. Note

that this also applies to interpolation techniques, which
for instance rely on some theoretical assumptions such
as scaling. The situation may be certainly improved if
high-quality measurements such as the ones provided by
NA49 could be extended to a broader dynamic range.

We also stress that outside the regions where data are
available, there is no compelling reason for either one of
our results according to equations (12) and (13) to be
more realistic than the other. Whereas the agreement
of all of our computations at intermediate energies hints
that the error estimates there is fairly reliable, this is
not at all the case at very low and high energies. A
more conservative approach is to assume that in this case
the error is dominated by the extrapolation uncertainty,
for which a proxy is given by the region spanned by the
ensemble of our approaches, amounting to about 50% at
1 TeV.

As a practical summary of our analysis, we report in
Fig. 8 an estimate for the uncertainties inherent to the
production of antiprotons from inelastic pp scatterings.
The results are expressed as the ratio of the antiproton
source term in Eq.(1) to a reference value. For the blue
and the red bands, this reference value has been fixed to
the source term obtained by setting the pp production
cross section to the best fit to all the data obtained with
Eq. (13) (parameters as in Table V). Outside the vertical
bands—delimiting the energy range in which data are
available—we extrapolate the production cross section
by means of the same formula.

The blue band corresponds to considering parametriza-
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FIG. 8. Estimate of the uncertainties in the antiproton source
term from inelastic pp scattering. The blue band indicates the
3� uncertainty band due to the global fit with Eq.(13), while
the red band corresponds to the convolution of the uncertain-
ties brought by fits to the data with Eq.(13), Eq.(12) and
with the spline interpolation (see Fig.6.). The orange band
takes into account the contribution from decays of antineu-
trons produced in the same reactions. Vertical bands as in
Fig.6. See text for details.

tion (13) alone. By simple inspection we can clearly see
that the relevant uncertainty is maximally of the order of
10%. The red band is obtained by convoluting the uncer-
tainty bands resulting from fits through Eqs.(13) and (12)
and (within the vertical bands) the spline interpolation.
This more conservative approach sizes the uncertainties
from 20% at the lowest energies to the extrapolated 50%
at 1 TeV.

The most conservative estimate is shown by the or-
ange band, where the additional uncertainty on the an-
tineutron production has been taken into account. In
this case, the normalization has been fixed to a source
term in which the antineutrons produced in pp scatter-
ings contribute with an energy-independent rescaling fac-
tor  = 1.3 (w.r.t. 1). The relevant uncertainty band has
been derived by shifting the (red) previous convolution
by an additional factor to account for the antineutron
decay,  ' 1.3 ± 0.2, as discussed in Sect. IV. The or-
ange band indicates that the antiproton source term may

Di Mauro et al. PRD 2014

Also one has to include the production of 
antiprotons from collisions with heavier 
nuclei (mainly He), which can contribute 
~40%  more antiprotons than the p-p  
collisions alone. In addition the contri-
bution from antineutrons produced first at 
p-p collisions must be modeled.

There are significant uncertainties on the antiproton production cross-section 
directly from p-p collisions. Most parametrizations have only used data from 
the 70s. 

Di Mauro et al. PRD 2014

See also results from Kappl & Winkler JCAP 2014
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FIG. 6. Comparison between fitted function of Eq.(13)
with 3� band (solid curve with cyan/blue shaded band),
of Eq.(12) with 3� band (dot-dashed curve with green/light
green shaded band) and interpolated curve (dashed red), with
the interpolation envelope band, red/orange shading. The
dashed vertical lines correspond to the equivalent antiproton
energy sampled by the global dataset, where an interpolation
is in principle meaningful.
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FIG. 7. The best fit and 3� uncertainty band source term
derived with the fit of Eq.(12) and Eq.(13) to all datasets in
Tab. I is shown together with the source term obtained using
[11, 12] cross section parametrizations.

majority of the data lie in the T 2 (10, 300) GeV range,
where the most reliable estimates of the distribution in
Eq.(3) can be obtained and which, even prior to the
NA49 and BRAHMS measurements, were already dis-
creetly populated with data. In this sense, given that
the NA49 data are not in contradiction with previous ex-
perimental results, it is expected (and verified) that the
estimates presented in Tan & Ng [12] and Duperray et
al [11] are in good agreement with our findings for this
energy range. Moreover, as long as a reasonable func-
tional form is adopted for the invariant distribution, it is
more or less bound to predict a comparable source term
within this energy range. The small discrepancies of our
spline interpolation and fitting approaches could be likely

attributed to the fact that the interpolation essentially
neglects the scaling violation, while the fits do allow for
some flexibility (extra dependence on s) to accommodate
it.
On the other hand, at low and high energies, the rela-

tively small amount of available data essentially implies
extrapolations of the fits performed principally for T be-
tween 8 and 300 GeV. Consequently, moderately di↵erent
assumptions can yield significantly di↵erent results. This
is demonstrated by the fact that adopting two slightly
di↵erent parameterizations while using the same dataset
changes the high-energy source term prediction quite dra-
matically. Moreover, these findings are insensitive to the
inclusion or not of the BRAHMS data in the analysis,
which means that the results in [13] are not su�cient
to constrain the high-energy behavior of the invariant
distribution and, hence, the antiproton source function.
This is due to the fact that the data of [13], only cover
the exponentially suppressed high-pT region (similarly to
the ones of [23]), see Fig. 1. In this sense, both the low-
energy and high-energy behavior of the invariant distri-
bution remain highly uncertain. Given that both the
spline method and the fit with Eq.(13) demonstrate a
similar trend at high energies, we believe that making
any conclusive statement concerning the high-energy be-
haviour of the antiproton inclusive cross section would be
risky. This is all the more the case since spline interpo-
lations can be notoriously misleading when extrapolated
outside data-covered regions.
Whereas in the low-energy regime this point is not very

important, given that in any case the secondary antipro-
ton flux is dominated by huge uncertainties coming from
astrophysical sources (solar modulation, propagation pa-
rameters, antiproton scattering cross sections), it is plau-
sible that in the region of several hundreds of GeV and
higher the main uncertainty is still due to the antiproton
production cross section.
We summarise in Table VI the pp-induced source term

along with the associated percentage uncertainties re-
sulting from our analysis of the NA49 data according
to Eq.(11), our global analysis according to Eqs.(12) and
(13), our spline interpolation method of the full dataset,
and the previous estimates in [12] and [11], for a few
representative values of the antiproton energy. This ta-
ble simply illustrates the results reported in Figs. 6 and
7: with increasing energy, the di↵erent approaches turn
from marginally compatible (at the lowest energies, few
GeV) to fully compatible until, towards the end of the
region for which experimental data are available, they
yield very di↵erent results.
Concerning the error estimates, we also point out that

the nominal 1� error band obtained from the �2 min-
imization procedure is underestimated, for several rea-
sons. In some case where �2/dof is close to 1, as in the
fit to NA49 data only with a simple fitting formula, we
showed how the agreement with an interpolation method
is only meaningful if roughly a 3� band is used as typical
estimate of the error. This is the choice we presented in



 II) Accounting for ISM galactic propagation uncertainties for Cosmic Rays
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• collisions of galaxy clusters 
(e.g. bullet cluster)

Scales of dark matter

• DM tested in wide variety of arenas

Most of the universe is beyond the standard 
model

DM is 
collisionless, not 
part of the 
standard model

• success of BBN (DM is non-baryonic)!

• growth of structure (cold DM)

IC, Hooper, Linden PRD 2016

 II) Accounting for ISM galactic propagation uncertainties for Cosmic Rays

Voyager 1 (ISM) proton flux:

Regime where Outer HS or BW 
may matter 

True local 
ISM
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We use  GALPROP a 
numerical solver  build 
by Moskalenko, Strong 
et al. as a starting point  
and build several 
models that are in 
agreement with CR 
measurements 

Voyager 1



• collisions of galaxy clusters 
(e.g. bullet cluster)

Scales of dark matter

• DM tested in wide variety of arenas

Most of the universe is beyond the standard 
model

DM is 
collisionless, not 
part of the 
standard model

• success of BBN (DM is non-baryonic)!

• growth of structure (cold DM)

The Astrophysical Journal, 735:83 (13pp), 2011 July 10 Strauss et al.

Figure 6. Same as Figure 5, but for the A < 0 polarity cycle.

Figure 7. Three-dimensional spatial representation of the particle trajectories shown in Figure 1. Two representative particle trajectories (black and gray lines) are
shown for the A > 0 (left panel) and A < 0 (right panel) HMF polarity cycles. In the A < 0 cycle, the pseudo-particles (galactic electrons) are transported mainly
toward higher latitudes, while in the A > 0 cycle, the particles remain confined to low latitudes and drift outward mainly along the HCS. This illustration is consistent
with the results of galactic electrons shown in the previous figure.
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Strauss et. al ApJ 2011

III) Dealing with Solar Modulation Uncertainties
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IC, Hooper, Linden, PRD 2016
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Figure 25: Proton spectra, averaged over one Carrington rotation, as observed by the PAMELA
space instrument from July 2006 to the beginning of 2010 (see the colour coding on the left). The
spectrum at the end of December 2009 was the highest recorded. See Adriani et al. (2013) and
also Potgieter et al. (2013).
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Protons at Earth (A < 0)
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Figure 26: Computed ratios of di↵erential intensities for selected periods in 2007, 2008, 2009
with respect to Nov. 2006 as a function of kinetic energy in comparison with PAMELA proton
observations (Potgieter et al., 2013).
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CR proton flux 4-week  
intervals

PAMELA, Adriani et al. 2013

There is Time Dependence 
AND Energy Dependence



Assuming we know the 
ISM proton spectrum

Constraining the qA>0 era:

Constraining the qA<0 era:

Let the CR archival Data  
tell us how the CR fluxes 
have been modulated: 

IC, Hooper, Linden, PRD 2016



• collisions of galaxy clusters 
(e.g. bullet cluster)

Scales of dark matter

• DM tested in wide variety of arenas

Most of the universe is beyond the standard 
model

DM is 
collisionless, not 
part of the 
standard model

• success of BBN (DM is non-baryonic)!

• growth of structure (cold DM)

Cross-checking with the PROTON data that account for the majority of 
observed cosmic rays; monthly AND total (i.e ISM & Solar Modulation):

Constraining the form of the Modulation potential and the ISM p spectrum 
in a recursive manner.  

IC, Linden, Hooper JCAP 2022

Also IC, McKinnon PRD 106, 063021 2022



Repeating for multiple Cosmic-Ray species we can constrain the physical 
processes affecting the cosmic-ray production & propagation

IC, Zhong, McDermott, Surdutovich, PRD 2022



Combining all uncertainties together and 
marginalizing over them:

IC, Hooper, Linden PRD 2017 

DM?
SNR physics



We find an the excess at~3+ sigma!
14

FIG. 8. Contours of the 1� and 2� best-fit in the plane of DM mass and annihilation cross section. We overlay the result of
the two different methods to treat cross section uncertainties, the covariance matrix approach and the joint fit, with our default
fit. For comparison we show the limit for the DM annihilation cross section derived from the observation of dwarf spheroidal
galaxies [79] and the 2� best-fit region of the GCE [80].

point of view. The cross-section (shape) uncertainties are most severe at low energies, while at higher energies only
the normalization is uncertain. Therefore, it is not very surprising that the results of both methods are very similar.
If, however, we include data at low energies, the picture changes. We investigated how the best-fit parameters are
affected by the two methods and find that both methods have a still small, but similar effect on the parameter space.
Furthermore, we observe that the error contours of the covariance matrix method are a bit larger compared to the
joint fit method, in other words, the former is more conservative. We regard this as proof of concept: The covariance
matrix method, which is easier to implement and less time consuming in the fit, is a reasonable approximation to the
more complete joint fit method.

The above results are somehow at odds with the results of [15], where flat p̄ residuals are achieved down to 1 GV
and no significant preference for a DM signal (a global significance of 1.1�) was found. The authors of this study
use a covariance matrix method to account for the cross-section uncertainties. They conclude that the inclusion of
these uncertainties is the main reason why their analysis does not provide a hint for DM. Nonetheless, the results
shown above indicate that the cross-section uncertainties do not have such a strong impact. An important difference
is that in [15] only the p̄ spectrum is fitted, with the source terms for p̄ being fixed using the observed p and He
spectra corrected for solar modulation. This has the advantage that the injection parameters do not need to be fitted,
although it requires some assumption on how to extrapolate the observed local p and He spectra to the ones for the
whole Galaxy needed for the secondary source terms. Instead, in our approach p̄, p and He are fitted simultaneously
and we include p and He injection parameters in the fit. Fitting the p and He spectra provides extra constraints on the
propagation with respect to fitting p̄ only. For example, it is well known, e.g., [81], that strong reacceleration produces
a low-energy (<⇠ 10 GeV) bump in the p spectrum, which is not observed. The p spectrum, thus, provides strong
constraints on the amount of reacceleration, although this is, in part, degenerate with the break in the injection [81].
We thus suspect that in [15] it is possible to accommodate the secondary p̄ spectrum, while this is not possible
anymore when constraints from p and He are included as it is the case in our analysis. Further differences concern
a different treatment of reacceleration (which in [15] is confined to the Galactic disk only, while it is uniform over
the whole diffusion region in our case), adiabatic energy losses from convection and a two-dimensional source term
distribution used in our analysis. Therefore a direct comparison is not easily achievable and would require a substantial
modification of our setup, which is left for future work.

V. AMS-02 CORRELATIONS

With the era of space-based CR detectors the statistics and quality of collected data have significantly increased.
This also means that the relative weight of systematic uncertainties with respect to the statistical error has become
more important. For example, the error budget of the measured proton and helium spectra is now completely
dominated by systematics in most of the energy range. The question of how to assess and treat these uncertainties
in a statistically correct way has thus become more pressing. The commonly used strategy is to add statistic and

A. Cuoco et al. PRD 2019 

IC, Linden, Hooper PRD 2019 



Gamma-Ray Excess

Supernova
We find an the excess at~3+ sigma!

IC, Linden, Hooper PRD 2019 



Can we fit away the excesses? NO (we find them at ~3+ sigma)
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Gamma-Ray Excess

However, it is important to understand the AMS correlated errors. 
See : Boudaud et al. Phys. Rev. Res. 2020 and Heisig, Korsmeier & 
Winkler Phys. Rev Res. 2020.



There are two antiproton excesses at ~3.7-6 sigma (each) of 
local significance.

One is a “bump” at ~5-20 GeV in the anti-proton energies and 
the other is above ~80 GeV and is a hardening of the CR 
spectrum.

From this point on I will focus on the lower energy one. 
I will work under the hypothesis that it is due to a DM 
particle of mass 50-90 GeV annihilating to b-bbar quarks with 
a cross-section of ~2x10^{-26} cm^3/s. 
What else should we search for?

After working on antiprotons 



How about heavier nuclei?

AMS, has unofficial claims of anti-He CR 
events (not all at the same year).

Collision

p (cosmic ray proton)

target proton (in the ISM)

p
p

p
p

p̄
n̄ MERGE (coalesce)

d̄
cosmic ray anti-deuteron



There is an unexpected amplitude on the flux of anti-He 

Poulin, Salati, IC, Kamionkowski, Silk 
PRD 2019

Factor of ~30 (    )⇡3

Factor of ~10^4 (?!)

AMS-Sensitivity



Roughly the ratio of production is 

We run PYTHIA  simulations to run p-p collisions in the ISM 

We are testing CM energies from 40 GeV to 8 TeV. 

IC, Rimal (in prep)

ALICE Collaboration,  ALICE-PUBLIC-2017-010 
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B. Afterburner

After the four momenta of proton and neutrons are
imported, they are boosted to the intersteller medium
(ISM) frame (where one of the original colliding proton
is at rest and the other has all the kinetic energy) and
their enegy spectrum is calculated. Since the velocity is
only in the Z-direction, simple lorentz boost can be used
to boost the four momenta to the CM frame.

The clusters of particles (p̄ � n̄ for d̄ and so on), are
boosted to the CM frame of each individual cluster and
separation of individual particles of the cluster in phase
space is calculated. The ones that are separated by less
than the coalescence momentum [I] are filtered as newly
formed antinuclei. The equations and methods used are
attached in the appendix V

Antinuclei (Ā) Coalescence momentum po (MeV)
d̄ 108±4

t̄ 133±11

3He 133±11

TABLE I. Coalescence momentum of d̄, t̄, and 3He with 2�,
obtained from [2]

The total four momenta of the newly formed antinuclei
are transformed again to the ISM frame to obtain the
energy spectrum that is expected to be observed in the
detectors like the AMS-02.

III. RESULTS

Total number of particles that formed after a billion
collision events are shown in table II. This is the number
of particles that were within the energy range of 5 ⇥
10�3GeV to 2⇥ 105GeV.

Antinuclei (Ā) nmin nmax

d̄ 209203 322830
t̄ 62 550

3He 73 529

TABLE II. Total particles formed by merger after a billion
events with

p
s = 8TeV .

Total number of particles that were formed after a bil-
lion collision events are shown in table III.

Antinuclei (Ā) nmin nmax

d̄ 463741 713658
t̄ 173 1299

3He 156 1286

TABLE III. Total particles formed by merger after 2 billion
events with

p
s = 8TeV

Total number of particles that were formed after a bil-
lion collision events are shown in table III.

Antinuclei (Ā) nmin nmax

d̄ 473791 729309
t̄ 167 1240

3He 183 1235

TABLE IV. Total particles formed by merger after 2 billion
events with

p
s = 6664 TeV

Fig 1 shows the spectrum of p̄, d̄, t̄, and 3
He after 2

billion collision events at CM energy
p
s = 8 TeV for the

initial protons.
Fig 2 shows the spectrum of p̄, d̄, t̄, and 3

He after 2
billion collision events at CM energy

p
s = 6.664 TeV for

the initial protons.
Fig 2 shows the spectrum of p̄, d̄, t̄, and 3

He after 2
billion collision events at CM energy

p
s = 6.664 TeV for

the initial protons.
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V. APPENDIX

A. Coalescence

The idea of coalescence parameter is discussed in [3,
16]. Here we aim to show the workout of how it is derived.

Assuming spherical symmetry for all differential cross
sections [16] we have:

E
d
3
N

dp3
=

1

4⇡p

dN

dE
(1)

For a nuclei A, with pp̄ = pn̄ = pĀ
A (= pc) [3], we get:

EA
d
3
NA

dp
3
A

= BA

✓
Ep

d
3
Np

dp3p

◆Z✓
Ep

d
3
Nn

dp3n

◆N

(2)

Where BA is the coaleasce parametrer which is ob-
served to depend on the transverse component of the final
momentum of combining particles [3].

BA =
gAM

mZ
p m

Z
m

✓
4⇡

3
p
3
0

◆A�1

(3)

Equation 3 can be used to interpret po as fermi momen-
tum for a free gas of non-interacting fermions. [2].
Combining 1 and 2 for deuterons WLOG, we get:
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CM Energy
p
s # of Events (billion) d̄ 3He

(GeV) min max min max
8000 2 463741 713658 329 2585
6664 2 473791 729309 350 2475
4624 2.54 638216 980897 496 3347
3852 2.56 641678 987292 489 3173

TABLE V. Total number of particles formed after different number of events for various
p
s. As can be noticed, we increase

the number of events as we go lower in
p
s.

FIG. 1. Spectrum of p̄ (top-left), d̄ (top-right), t̄ (bottom-left), and 3
He (botton-right) after 2 billion collision with

p
s = 8

TeV

We get the total # of anti-nuclei from p-p collisions in the ISM
with updated uncertainties.

There is still a significant (but reduced) range of uncertainty 
on the anti-nuclei. 

IC, Rimal (in prep)



We also derive spectra of the anti-nuclei at production:

3

CM Energy
p
s # of Events (billion) d̄ 3He

(GeV) min max min max
8000 2 463741 713658 329 2585
6664 2 473791 729309 350 2475
4624 2.54 638216 980897 496 3347
3852 2.56 641678 987292 489 3173

TABLE V. Total number of particles formed after different number of events for various
p
s. As can be noticed, we increase

the number of events as we go lower in
p
s.

FIG. 1. Spectrum of p̄ (top-left), d̄ (top-right), t̄ (bottom-left), and 3
He (botton-right) after 2 billion collision with

p
s = 8

TeV

Which can be combined with the information on the ISM 
cosmic-ray flux of protons, He etc.

Preliminary 



Anti-deuterons Uncertainties

IC, Linden, Hooper  PRD 2020

ISM Model I, δ=0.40, zL=5.6 kpc
At source d Spect.
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Anti-matter flux Uncertainties

DM 67 GeV 

p & Unc.
d & Unc.

3He & Unc.
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Secondary ISM fluxes

IC, Linden, Hooper  PRD 2020



vA= 60 km/s
vA= 20 km/s
vA= 10 km/s

GAPS

AMS AMS mχ=67 GeV bb
-

σ -1v=2×10-26cm3s
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Diffusive re-acceleration in 
regions of high turbulence 
can reshape antimatter 
cosmic-ray spectra from 
energies where instruments 
can not detect them to 
energies where AMS02  and 
future GAPS can.

IC, Linden, Hooper  
PRD 2020



Propagation conditions in 
the ISM do matter. 
Cosmic-rays can gain 
energy as they propagate 
in the ISM (diffusive re-
acceleration).  Also we 
have to account for 
convective winds and 
regular diffusion.

d events-

3He events

ISM convection
ISM Diff. Reaccel.

mχ=67 GeV bb
-

-

σ -1v=2.0×10-26cm3s
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There is complementarity bet-
ween AMS-02 and GAPS. By 
comparing their measured anti-
deuteron numbers of detected 
events we can learn about DM 
and ISM properties.



Combining all Indirect  DM searches
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Puzzling Excesses in Dark Matter Searches and How to Resolve Them

AMS-02 systematic instrumental errors is needed. In the future, the upcoming GAPS ex-
periment [88] will measure with precision the antiproton spectrum in a low-energy region
currently inaccessible to any experiment. With one flight, GAPS is expected to identify
about 103 antiprotons in the energy range E < 0.25GeV/n. The GAPS antiproton measure-
ment will also allow for sensitive studies of systematic effects, in particular propagation of
antinuclei in the interstellar medium and the heliosphere.

In contrast with dark matter searches with antiprotons, which rely on small excesses
on top of considerable astrophysical backgrounds, the unique strength of searches for cos-
mic antideuterons is their ultra-low astrophysical background [87, 106–117]. The pro-
duction of antiprotons and heavier antinuclei can be strongly related. For instance, any
dark-matter-induced signal in antideuterons should also find its imprint in the antiproton
spectrum. Over the last more than 20 years, it was pointed out many times that the first-
time detection of low-energy cosmic antideuterons would be an unambiguous signal of
new physics.

GAPS that is optimized for low-energy antideuteron measurements, will be able to in-
vestigate the dark matter parameter space that could potentially explain the Fermi GCE and
the AMS-02 antiproton excess. GRAMS (Gamma-Ray and AntiMatter Survey), a proposed
mission beyond GAPS, with a further optimized detector with a LArTPC (liquid argon time
projection chamber), will extensively explore the region in the parameter space, as seen in
Figure 1 [118].

Figure 1: GAPS and GRAMS antideuteron sensitiv-
ities in the dark matte parameter space, along with
the regions that could potentially explain the Fermi
GCE and AMS-02 antiproton excesses [118].

Furthermore, the AMS-02 collabo-
ration has announced the remarkable
observation of several candidate anti-
helium nuclei events [119–121]. This
prompted significant public interest,
and theoretical work. Antihelium ar-
riving from antimatter-dominated re-
gions of the universe is already nearly
excluded. Recently proposed mod-
els included modified antihelium for-
mation models, dark matter annihila-
tion, or emission from nearby antistars
[87, 114, 115, 117, 122, 123]. Recent
reviews can be found here [124, 125].

Though these antihelium candi-
dates are tentative, they require veri-
fication or refutation with either oper-
ational, upcoming, or completely new
experiments. A positive signal would
be genuinely transformative and re-
fashion the field of cosmic-ray physics
and potentially revolutionize our understanding of the Big Bang nucleosynthesis. AMS-02
will continue taking data for the remaining lifetime of the International Space Station, and
GAPS will start its series of long-duration balloon flights soon. However, due to the ISS
trajectory and experimental layout, AMS-02 focuses on a higher energy range than GAPS,
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Conclusions
• There is an additional component in the AMS antiproton data BOTH at 

~GeV energies AND above ~80 GeV. 

• To study the pbar/p ratio we have taken into account all basic 
uncertainties (injection and propagation through the ISM, antiprotons 
production cross-sections).  

• May possibly be an indication of a dark matter signal in agreement with 
the GeV excess at gamma-rays. 

• Heavier anti-nuclei may have been claimed by AMS. These would be 
very challenging to interpret given the KNOWN coalescence 
uncertainties.  

• We are using ALICE data to better probe the production uncertainties. 

• Anti-He3 and anti-deuterons events may be in agreement with the GeV 
excesses in gamma-rays and antiprotons. 

• Signal of DM in the Milky Way!?



Thank you


