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Signals of thermal DM

–Production (accelerators)
–Cosmic rays/indirect detection (PAMELA/
Fermi/WMAP...)

–Direct detection (DAMA/XENON/CDMS...)
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What about Gravitational Waves?

Two black holes coalescing

eLISA (future searches
 in space)

VIRGO (Italy)
LIGO (WA)

LIGO (LA)
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properties of space-time in the strong-field, high-velocity
regime and confirm predictions of general relativity for the
nonlinear dynamics of highly disturbed black holes.

II. OBSERVATION

On September 14, 2015 at 09:50:45 UTC, the LIGO
Hanford, WA, and Livingston, LA, observatories detected

the coincident signal GW150914 shown in Fig. 1. The initial
detection was made by low-latency searches for generic
gravitational-wave transients [41] and was reported within
three minutes of data acquisition [43]. Subsequently,
matched-filter analyses that use relativistic models of com-
pact binary waveforms [44] recovered GW150914 as the
most significant event from each detector for the observa-
tions reported here. Occurring within the 10-ms intersite

FIG. 1. The gravitational-wave event GW150914 observed by the LIGO Hanford (H1, left column panels) and Livingston (L1, right
column panels) detectors. Times are shown relative to September 14, 2015 at 09:50:45 UTC. For visualization, all time series are filtered
with a 35–350 Hz bandpass filter to suppress large fluctuations outside the detectors’ most sensitive frequency band, and band-reject
filters to remove the strong instrumental spectral lines seen in the Fig. 3 spectra. Top row, left: H1 strain. Top row, right: L1 strain.
GW150914 arrived first at L1 and 6.9þ0.5

−0.4 ms later at H1; for a visual comparison, the H1 data are also shown, shifted in time by this
amount and inverted (to account for the detectors’ relative orientations). Second row: Gravitational-wave strain projected onto each
detector in the 35–350 Hz band. Solid lines show a numerical relativity waveform for a system with parameters consistent with those
recovered from GW150914 [37,38] confirmed to 99.9% by an independent calculation based on [15]. Shaded areas show 90% credible
regions for two independent waveform reconstructions. One (dark gray) models the signal using binary black hole template waveforms
[39]. The other (light gray) does not use an astrophysical model, but instead calculates the strain signal as a linear combination of
sine-Gaussian wavelets [40,41]. These reconstructions have a 94% overlap, as shown in [39]. Third row: Residuals after subtracting the
filtered numerical relativity waveform from the filtered detector time series. Bottom row:A time-frequency representation [42] of the
strain data, showing the signal frequency increasing over time.
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FIG. 8. The cumulative (right to left) distribution of observed trig-
gers in the GstLAL analysis as a function of the log likelihood. The
best fit signal + noise distribution, and the contributions from signal
and noise are also shown. The shaded regions show 1s uncertain-
ties. The observations are in good agreement with the model. At
low likelihood, the distribution matches the noise model, while at
high likelihood it follows the signal model. Three triggers are clearly
identified as being more likely to be signal than noise. GW150914
stands somewhat above the expected distribution, as it is an unusu-
ally significant event – only 6% of the astrophysical distribution of
sources appearing in our search with a false rate of less than one per
century will be more significant than GW150914.

than was achieved in [42], due to the longer duration of data
containing a larger number of detected signals.

To do so, we consider two classes of triggers: those whose
origin is astrophysical and those whose origin is terrestrial.
Terrestrial triggers are the result of either instrumental or en-
vironmental effects in the detector, and their distribution is
calculated from the search background estimated by the anal-
yses (as shown in Fig. 3). The distribution of astrophysical
events is determined by performing large-scale simulations of
signals drawn from astrophysical populations and added to the
data set. We then use our observations to fit for the number of
triggers of terrestrial and astrophysical origin, as discussed in
detail in Appendix C. Figure 8 shows the inferred distributions
of signal and noise triggers, as well as the combined distribu-
tion. The observations are in good agreement with the model.

It is clear from the figure that three triggers are more likely
to be signal (i.e. astrophysical) than noise (terrestrial). We
evaluate this probability and find that, for GW150914 and
GW151226, the probability of astrophysical origin is unity
to within one part in 106. Meanwhile for LVT151012, it is
calculated to be 0.87 and 0.86, for the PyCBC and GstLAL
analyses respectively.

Given uncertainty in the formation channels of the various

Mass distribution R/(Gpc�3yr�1)

PyCBC GstLAL Combined
Event based

GW150914 3.2+8.3
�2.7 3.6+9.1

�3.0 3.4+8.6
�2.8

LVT151012 9.2+30.3
�8.5 9.2+31.4

�8.5 9.4+30.4
�8.7

GW151226 35+92
�29 37+94

�31 37+92
�31

All 53+100
�40 56+105

�42 55+99
�41

Astrophysical
Flat in log mass 31+43

�21 30+43
�21 30+43

�21
Power Law (�2.35) 100+136

�69 95+138
�67 99+138

�70

TABLE II. Rates of BBH mergers based on populations with masses
matching the observed events, and astrophysically motivated mass
distributions. Rates inferred from the PyCBC and GstLAL analyses
independently as well as combined rates are shown. The table shows
median values with 90% credible intervals.

BBH events, we calculate the inferred rates using a variety of
source population parametrizations. For a given population,
the rate is calculated as R = L/hV T i where L is the number
of triggers of astrophysical origin and hV T i is the population-
averaged sensitive space-time volume of the search. We use
two canonical distributions for BBH masses:

i a distribution uniform over the logarithm of component
masses, p(m1,m2) µ m1

�1m2
�1 and

ii assuming a power-law distribution in the primary mass,
p(m1) µ m�2.35

1 with a uniform distribution on the sec-
ond mass.

We require 5M�  m2  m1 and m1 +m2  100M�. The first
distribution probably overestimates the fraction of high-mass
black holes and therefore overestimates hV T i resulting in an
underestimate the true rate while the second probably over-
estimates the fraction of low-mass black holes and therefore
underestimating hV T i and overestimating the true rate. The
inferred rates for these two populations are shown in Table II
and the rate distributions are plotted in Figure 10.

In addition, we calculate rates based upon the inferred prop-
erties of the three significant events observed in the data:
GW150914, GW151226 and LVT151012 [140]. Since these
classes are distinct, the total event rate is the sum of the indi-
vidual rates: R ⌘ RGW150914 + RLVT151012 + RGW151226. Note
that the total rate estimate is dominated by GW151226, as it
is the least massive of the three likely signals and is therefore
observable over the smallest space-time volume. The results
for these population assumptions also are shown in Table II,
and in Figure 9. The inferred overall rate is shown in Fig. 10.
As expected, the population-based rate estimates bracket the
one obtained by using the masses of the observed black hole
binaries.

The inferred rates of BBH mergers are consistent with
the results obtained in [42] following the observation of
GW150914. The median values of the rates have decreased
by approximately a factor of two, as we now have three likely

LIGO’s full O1 (2015-16) run:

Different estimates on the coalescence rates come from different 
astrophysical assumptions 

PBH?
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FIG. 1. Left: Amplitude spectral density of the total strain noise of the H1 and L1 detectors,
p

S( f ), in units of strain per
p

Hz, and the
recovered signals of GW150914, GW151226 and LVT151012 plotted so that the relative amplitudes can be related to the SNR of the signal
(as described in the text). Right: Time evolution of the waveforms from when they enter the detectors’ sensitive band at 30 Hz. All bands
show the 90% credible regions of the LIGO Hanford signal reconstructions from a coherent Bayesian analysis using a non-precessing spin
waveform model [45].

The gravitational-wave signal from a BBH merger takes the
form of a chirp, increasing in frequency and amplitude as the
black holes spiral inwards. The amplitude of the signal is
maximum at the merger, after which it decays rapidly as the fi-
nal black hole rings down to equilibrium. In the frequency do-
main, the amplitude decreases with frequency during inspiral,
as the signal spends a greater number of cycles at lower fre-
quencies. This is followed by a slower falloff during merger
and then a steep decrease during the ringdown. The amplitude
of GW150914 is significantly larger than the other two events
and at the time of the merger the gravitational-wave signal
lies well above the noise. GW151226 has lower amplitude but
sweeps across the whole detector’s sensitive band up to nearly
800 Hz. The corresponding time series of the three wave-
forms are plotted in the right panel of Figure 1 to better vi-
sualize the difference in duration within the Advanced LIGO
band: GW150914 lasts only a few cycles while LVT151012
and GW151226 have lower amplitude but last longer.

The analysis presented in this paper includes the total set of
O1 data from September 12, 2015 to January 19, 2016, which
contains a total coincident analysis time of 51.5 days accu-
mulated when both detectors were operating in their normal
state. As described in [13] with regard to the first 16 days
of O1 data, the output data of both detectors typically con-
tain non-stationary and non-Gaussian features, in the form of
transient noise artifacts of varying durations. Longer duration
artifacts, such as non-stationary behavior in the interferom-
eter noise, are not very detrimental to CBC searches as they
occur on a time-scale that is much longer than any CBC wave-

form. However, shorter duration artifacts can pollute the noise
background distribution of CBC searches. Many of these arti-
facts have distinct signatures [48] visible in the auxiliary data
channels from the large number of sensors used to monitor in-
strumental or environmental disturbances at each observatory
site [49]. When a significant noise source is identified, con-
taminated data are removed from the analysis data set. After
applying this data quality process, detailed in [50], the remain-
ing coincident analysis time in O1 is 48.6 days. The analyses
search only stretches of data longer than a minimum duration,
to ensure that the detectors are operating stably. The choice is
different in the two analyses and reduces the available data to
46.1 days for the PyCBC analysis and 48.3 days for the Gst-
LAL analysis.

III. SEARCH RESULTS

Two different, largely independent, analyses have been im-
plemented to search for stellar-mass BBH signals in the data
of O1: PyCBC [2–4] and GstLAL [5–7]. Both these analyses
employ matched filtering [51–59] with waveforms given by
models based on general relativity [8, 9] to search for gravi-
tational waves from binary neutron stars, BBHs, and neutron
star–black hole binaries. In this paper, we focus on the results
of the matched filter search for BBHs. Results of the searches
for binary neutron stars and neutron star–black hole binaries
will be reported elsewhere. These matched-filter searches are
complemented by generic transient searches which are sensi-
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How fast do two BHs form a binary?
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Making a connection with DM

On the Reported Death of the Macho Era 5

Figure 3. Confidence regions for the MACHO mass Mp and MACHO halo
fraction. For comparison to past work we show the 2� joint confidence
levels as defined in Yoo04 and using the standard definition, respectively,
when the whole CG04 homogeneous sample is included. We also show the
updated 2� confidence levels omitting the spurious candidate binary. The
omission of this object eases the constraints on MACHOs; the window in-
creases to⇡ 30�500 M�. In addition, the effect on the constraints of omit-
ting the widest binary in CG04 is shown at the 90% confidence level: the
constraints at the 2� level vanish. The regions of parameter space shaded
in grey are ruled out at the 2� level by binaries and microlensing data – an
upper limit on the MACHO mass and halo fraction from disk kinematics is
also shown. We stress that the constraints from the binaries are based on the
assumption that the time-averaged dark matter density experienced by each
binary is the local halo density at the position of the Sun – the actual Galac-
tic orbits of the confirmed wide binaries suggest much lower time-averaged
dark matter densities. See text for a detailed discussion.

the local dark matter density. (Even if we assume the distance to
this binary is 20% less than predicted by the CG04 relation the av-
erage dark matter density is still only 40% of the local dark matter
density.) This implies that the inclusion of this object in the sam-
ple and the use of the local solar density are incompatible. In fact,
the two other binary pairs in our sample experience time-averaged
dark matter densities of 45% and 16% of the local density, while
for NLTT 39456/39457 it is 11%. If these orbits are representative
of the orbits of the widest binaries in the sample then this trend
could be a sign that the widest binaries can only survive by spend-
ing most of the orbit away from the inner regions of the Galaxy. If
we take the mean of the time-averaged halo density experienced by
the four binaries as a more representative value for the dark matter
encountered by a typical halo binary along its orbit, we can still use
the constraints discussed above but the contours defined by the bi-
nary constraints plotted in Figure 3 need to be shifted upwards by a
factor of five. This would seriously undermine the constraints that
can be drawn from wide binaries.

4 CONCLUSION

A population of MACHOs with masses beyond the current micro-
lensing detection threshold could have a marked effect on the sep-
aration distribution of wide halo binaries. While the actual number
of observed candidate wide halo stellar binaries is small, strong
constraints on MACHOs have been drawn from their distribution.
We have measured the radial velocities of four of the widest candi-
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Figure 4. Orbits over 10 Gyrs for the 3 wide binaries that we confirmed and
wide binary NLTT 39456/39457. The Milky Way Mass model 1 of Dehnen
& Binney (1998) is assumed and for clarity we have flipped the sign of R
for NLTT 15501/15509.

date wide halo binaries from the sample used to place the existing
constraints. These measurements provide a consistency test on the
binarity of these objects and provide the data needed to examine
their Galactic orbits. Our data confirm that three of the four widest
halo binary candidates in the CG04 sample are real, thereby vin-
dicating the search strategy of CG04 and demonstrating explicitly
that binaries with separations of & 1pc can exist. However, the spu-
rious nature of the second-widest pair and the orbit of the widest
object undermines the existing constraints on MACHOs from anal-
ysis of wide halo binaries. The current wide binary sample is too
small to place meaningful constraints on MACHOs; in particular
the constraints are extremely sensitive to the widest binary in the
sample which, as we have shown, experiences a much lower dark
matter density than the value in the analysis leading to the con-
straints. Increasing the size of the wide binary sample, for example
using the SDSS proper motion data or, in the longer term, using
Gaia, is thus essential if we are to constrain the clumpiness of the
dark matter distribution in the Milky Way and determine whether
our results are just a reprieve for MACHOs.

ACKNOWLEDGMENTS

Our WHT data were obtained as part of the ING service program
and we gratefully acknowledge the ING staff for taking these data.
We thank J. Yoo and J. Chaname, in particular, for providing infor-
mation about the original CG04 data set. We thank L. Wyrzykowski
for providing microlensing data.We also thank the anonymous ref-
eree for a prompt and insightful report. MIW is supported by the
Royal Society.

REFERENCES

Allen C., Martos M. A., Poveda A., 1987, Revista Mexicana de Astrono-
mia y Astrofisica, 14, 213

Binney J., Tremaine S., 2008, Galactic Dynamics: Second Edition. Prince-
ton University Press, Princeton, NJ USA.

Chaname J., Gould A., 2004, ApJ, 601, 289
Chiba M., Beers T. C., 2000, AJ, 119, 2843
Dehnen W., Binney J., 1998, MNRAS, 294, 429

c� 0000 RAS, MNRAS 000, 000–000

Quinn et al. 
arXiv:0903.1644 

MNRAS 2009

For the remainder I will assume 
that all DM is composed of PBHs 
and set their mass to 30 

M�

Limits on the CMB anisotropies from 
the observed temperature and pola-
rization power-spectra are efficient 
above 100 

M�

Ali-Haimoud & Kamionkowski (1612.05644)
Limits from GC in dwSphs (e.g. Eridanus II) 
(Tim Brandt arXiv:1605.03662) are robust 
below 15        . 

M�

Limits from micro-lensing of macro-lensed 
quasars depend on the DM profile and vel.  
dips. prof. 

Assuming Dark Matter is composed by Primordial BHs.

There is some allowed parameter space around ~20-70
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After including information regarding the difference DM halos properties 
(concentration, and velocity dispersions) and effects on the smallest DM 
halos:

⇠ 6Gpc�3yr�1

3

FIG. 1. The PBH merger rate per halo as a function of
halo mass. The solid line shows the trend assuming the
concentration-mass relation from Ref. [27], and the dashed
line that from Ref. [26]. To guide the eye, the dot-dashed line
shows a constant BH merger rate per unit halo mass.

to be detectable by LIGO. This requirement imposes a
minimum impact parameter of roughly the Schwarzschild
radius. The fraction of BHs direct mergers is ⇠ v2/7 and
reaches a maximum of ⇠ 3% for v

pbh

= 2000 km s�1.
Thus, direct mergers are negligible. We also require that
once the binary is formed, the time until it merges (which
can be obtained from Ref. [29]) is less than a Hubble time.
The characteristic time it takes for a binary BH to merge
varies as a function of halo velocity dispersion. It can be
hours forM

vir

' 1012 M� or kyrs forM
vir

' 106 M�, and
is thus instantaneous on cosmological timescales. Given
the small size of the binary, and rapid time to merger,
we can neglect disruption of the binary by a third PBH
once formed. BH binaries can also form through non-
dissipative three-body encounters. The rate of these bi-
nary captures is non-negligible in small halos [19, 30],
but they generically lead to the formation of wide bina-
ries that will not be able to harden and merge within a
Hubble time. This formation mechanism should not af-
fect our LIGO rates. The merger rate is therefore equal
to the rate of binary BH formation, Eq. (8).

Fig. 1 shows the contribution to the merger rate,
Eq. (8), for two concentration-mass relations. As can
be seen, both concentration-mass relations give similar
results. An increase in halo mass produces an increased
PBH merger rate. However, less massive halos have a
higher concentration (since they are more likely to have
virialized earlier), so that the merger rate per unit mass
increases significantly as the halo mass is decreased.

To compute the expected LIGO event rate, we con-
volve the merger rate R per halo with the mass func-
tion dn/dM . Since the redshifts (z . 0.3) detectable by
LIGO are relatively low we will neglect redshift evolution
in the halo mass function. The total merger rate per unit

FIG. 2. The total PBH merger rate as a function of halo
mass. Dashed and dotted lines show di↵erent prescriptions
for the concentration-mass relation and halo mass function.

volume is then,

V =

Z
(dn/dM)(M)R(M) dM. (10)

Given the exponential fallo↵ of dn/dM at high masses,
despite the increased merger rate per halo suggested in
Fig. 1, the precise value of the upper limit of the inte-
grand does not a↵ect the final result.
At the lower limit, discreteness in the DM particles

becomes important, and the NFW profile is no longer a
good description of the halo profile. Furthermore, the
smallest halos will evaporate due to periodic ejection of
objects by dynamical relaxation processes. The evapora-
tion timescale is [33]

t
evap

⇡ (14N/ lnN ) [R
vir

/(C v
dm

)] , (11)

where N is the number of individual BHs in the halo, and
we assumed that the PBH mass is 30M�. For a halo of
mass 400M�, the velocity dispersion is 0.15 km sec�1,
and the evaporation timescale is ⇠ 3 Gyr. In prac-
tice, during matter domination, halos which have already
formed will grow continuously through mergers or accre-
tion. Evaporation will thus be compensated by the ad-
dition of new material, and as halos grow new halos will
form from mergers of smaller objects. However, during
dark-energy domination at z . 0.3, 3 Gyr ago, this pro-
cess slows down. Thus, we will neglect the signal from
halos with an evaporation timescale less than 3 Gyr, cor-
responding toM < 400M�. This is in any case 13 PBHs,
and close to the point where the NFW profile is no longer
valid.
The halo mass function dn/dM is computed using both

semi-analytic fits to N-body simulations and with an-
alytic approximations. Computing the merger rate in
the small halos discussed above requires us to extrapo-

S. Bird, IC, J. Munoz et al. (2016)

⇠ 2Gpc�3yr�1

⇠ 4⇥ 10�3Gpc�3yr�1

within the LIGO observed rate!



By 2019 the sensitivity will have increased to z<0.75
We expect 100s of events from PBHs (if they compose 100% of DM) 
by 2025. 
All will be in a narrow mass range around 30 solar masses.
No other EM or neutrino signals. (typical though given that BH-BH give 
GW only)

Following the DM distribution (need better angular resolution though).

Basic Uncertainties in the rate calculation:
DM profile (factor of ~3)
Mass-Concentration relationship (factor of ~3)
Sub-halo contribution (previous slide) and discreteness of smallest halos.

Also work from: 
S. Class and J. Garcia-Bellido (Phys. Dark Univ. 15 2017)  for many 
mergers leading to generations of PBHs, 
H. Nishikawa et al. 2017 on the enhancement from posible DM spikes. 



One “small”                    in the room:
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GW150914

Misao Sasakia, Teruaki Suyamab, Takahiro Tanakac, and Shuichiro Yokoyamad

a Yukawa Institute for Theoretical Physics, Kyoto University, Kyoto 606-8502, Japan
b Research Center for the Early Universe (RESCEU), Graduate School of Science,

The University of Tokyo, Tokyo 113-0033, Japan
c Department of Physics, Kyoto University, Kyoto 606-8502, Japan

d Department of Physics, Rikkyo University, Tokyo 171-8501, Japan

Abstract

We point out that the gravitational wave event GW150914 observed by the LIGO de-
tectors can be explained by the coalescence of primordial black holes (PBHs). It is found
that the expected PBH merger rate would exceed the rate estimated by the LIGO scientific
collaboration and Virgo collaboration if PBHs were the dominant component of dark matter,
while it can be made compatible if PBHs constitute a fraction of dark matter. Intriguingly,
the abundance of PBHs required to explain the suggested lower bound on the event rate, > 2
events/year/Gpc3, roughly coincides with the existing upper limit set by the non-detection
of the CMB spectral distortion. This implies that the proposed PBH scenario may be tested
in the not-too-distant future.



5

��-� ����� ����� ����� �

��-�

�����

�����

�����

����

�*

m = 1000 30 1

FIG. 2. Characteristic rescaled initial comoving separation
X ⌘ (x/x)3 for PBH binaries that merge at the present time,
as a function of the fraction of dark matter in PBHs. The
curves are labeled by the PBH mass in units of M�. We see
that X⇤ ⌧ 1, indicating that PBH binaries merging today
are rare pairs with initial separation much smaller than the
characteristic inter-PBH separation. Here and in subsequent
figures, the change of slope at f ⇡ �eq ⇡ 0.005 is due to the
change in the dominant tidal torque, from large-scale density
perturbations at f . �eq to other PBHs at f & �eq.

Solving for X⇤, we obtain that the most probable value
of X for binaries merging today is

X⇤ ⇡ 0.032 f m5/37(f2 + �2

eq

)�21/74. (30)

We show X⇤ in Fig. 2. We see that for all PBH masses
and fractions of interest, X⇤ ⌧ 1, indicating that PBH
binaries merging today are rare pairs with initial sepa-
ration much smaller than the characteristic inter-PBH
separation. This justifies our approximation to treat the
e↵ect of other PBHs as a perturbation on the nearly iso-
lated binary.

From our results in Sec. II B, the characteristic redshift
at which PBH binaries decouple from the Hubble flow is
z⇤ ⇡ 3z

eq

/(X⇤/f), which we show in Fig. 3. We find that
all binaries merging today typically form prior to matter-
radiation equality, and increasingly early for f & �

eq

.
The characteristic semi-major axis a⇤ is then obtained
from Eq. (11), and the characteristic angular momentum
j⇤ is simply j(t

0

, X⇤) =
p

2j
X⇤, i.e., using Eq. (22),

j⇤ ⇡ 1p
2
(�2

eq

+ f2)1/2(X⇤/f)

⇡ 0.023 m5/37(�2

eq

+ f2)8/37. (31)

We show the characteristic initial orbital parameters in
Fig. 4.

E. Merger rate

We now have all the required ingredients to compute
the merger rate. First of all, since the typical formation

m = 1
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FIG. 3. Characteristic decoupling redshift of PBH binaries
merging at the present time, as a function of the fraction of
dark matter in PBHs. We see that PBH binaries typically
form around matter-radiation equality for fpbh . 0.01, and
much earlier for larger PBH fractions.

time is prior to matter radiation equality, the time of
merger (i.e. the value of coordinate time since the Big
Bang) is approximately the time it takes to merge, for
binaries merging today. The probability distribution of
the time of merger is therefore

dP

dt
=

Z
dX

d2P

dXdt
=

1

7t

Z
dXe�XP(�

X

). (32)

Since the integrand peaks at X⇤ ⌧ 1, we may set e�X =
1, and compute the integral analytically. Using �

X

/
X�37/21, and �

X⇤ =
p

2, we find
Z

dXP(�
X

) =
21

37

X⇤p
2

Z
d�(�/

p
2)�58/37P(�)

⇡ 0.59 X⇤. (33)

The merger rate per unit volume at the present time t
0

is then obtained from

dN
merge

dtdV
=

1

2
f

⇢0
m

M

dP

dt

���
t

0

⇡ 0.042 X⇤
f⇢0

m

Mt
0

, (34)

where ⇢0
m

is the matter density at the present time, and
the factor 1/2 avoids double-counting of pairs .

We show the merger rate as a function of f in Fig. 5.
It scales as m�32/37 ⇡ m�0.86. For f � �

eq

, it scales as
f53/37 ⇡ f1.41, and for f ⌧ �

eq

it scales as f2. Note that
this contrasts with the results of Ref. [9], which did not
account for torques by adiabatic density perturbations
(i.e. assumed �

eq

= 0). In their case, the merger rate
changes from / f53/37 to / f3 at f . 10�3, as PBH
binaries typically form after matter-radiation equality in
that case.

The next section is dedicated to check the most impor-
tant assumption underlying this rate estimate, namely
that between formation and merger, PBH binaries are
mostly una↵ected by their environment.

~All PBH form binaries form early on 
(~ matter radiation equality or earlier):

Y. Ali-Haimoud, et al. 2017
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FIG. 4. Characteristic initial orbital elements (semi-major
axis a and reduced angular momentum j =

p
1� e

2) of PBH
binaries merging at the present time.
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FIG. 5. PBH binary merger rate, as a function of PBH frac-
tion fpbh and mass m = M/M�.

III. BINARY EVOLUTION BETWEEN
FORMATION AND MERGER

The goal of this section is to estimate the e↵ect of
interactions with the overall tidal field, other PBHs and
baryons after the binary has formed, once it is part of
non-linear structures.

A. Purely gravitational interactions

We begin by considering purely gravitational inter-
actions of PBH binaries with dark matter, whether in
the form of PBHs or otherwise. Before we start, let
us point out that if PBHs do not make all of the dark
matter, one must make assumptions about the rest of
it. Given that the scales currently probed by CMB
anisotropy and large-scale-structure measurements are
significantly larger than the scales of interest here, all
bets are open regarding the appropriate model. For in-
stance, the dark matter could be cold enough that its free
streaming length is below current limts from Ly-↵ forest
data [46], yet be e↵ectively warm on a scale containing a
few PBHs. Similarly, the dark matter could be an ultra-
light axion-like particle, massive enough to evade existing
constraints [1], yet light enough to have strong wavelike
e↵ects on the scales of interest. For definiteness, we shall
assume that the rest of the dark matter is made of cold,
collisionless particles with masses ⌧ M . In addition to
being the simplest scenario, it is also that where the dark
matter is expected to cluster the most, hence have the
largest gravitational e↵ects on PBH binaries. Making
this assumption is therefore conservative.

1. Characteristic properties of early halos

Consider a spherical region enclosing on average a total
mass M

h

. The number N of PBHs it contains is Pois-
son distributed with mean hNi = fM

h

/M and variance
h(�N)2i = hNi. For hNi � 1, the distribution of per-
turbations on that mass scale is nearly Gaussian, with
variance at equality

�2(M
h

; eq) ⇡ �2

eq

+
f2

hNi = �2

eq

+ f
M

M
h

. (35)

During the matter era, perturbations grow linearly with
the scale factor, �(M

h

, s) ⇡ s �(M
h

; eq). Perturbations
of mass scale M

h

typically collapse when �(M
h

, s) ⇡ 1,
i.e. at scale factor

s
coll

(M
h

) ⇡ �
�2

eq

+ fM/M
h

��1/2

. (36)

As a sanity check, with our assumed �
eq

= 0.005, we
find that the first small-scale structures form at z ⇠ 20
if f = 0, consistent with current estimates.

Once a perturbation collapses and virializes into a halo,
we assume its characteristic density ⇢

h

is ⇠ 200 times the
mean density at the time of collapse:

⇢
h

⇡ 200 ⇢
m

(s
coll

). (37)

The variance of the relative velocity of two point masses
in the halo is typically

v2
h

⇡ 2

✓
4⇡⇢

h

3
M2

h

◆
1/3

. (38)
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FIG. 6. Merger rate of PBH binaries if they make up all of
the dark matter, and provided PBH binaries are not signifi-
cantly perturbed between formation and merger (solid line).
Superimposed are the upper limits from LIGO given in Table
I and described in the main text.

also strongly constrains masses M  10 M�, and defer
this detailed analysis to the LIGO collaboration, updat-
ing that carried out in Ref. [39] with the S2 run. We
summarize our estimated limits in Table I.

We show these limits in Fig. 6, alongside the PBH bi-
nary merger rate if they make all of the dark matter, and
if PBH binaries are not significantly perturbed between
formation and merger. We see that the latter largely

exceeds the estimated upper limits, by 3 to 4 orders of
magnitude, depending on the mass. This indicates that
LIGO could rule out PBHs as the dominant dark mat-
ter component, and set stringent upper limits to their
abundance.

To estimate these potential limits, we solve for the
maximum PBH fraction for which the merger rate is be-
low the LIGO upper limits. Note, that the merger rate is
not linear in f , nor a simple power law through all range
of f , so these limits must be computed numerically. We
show the result in Fig. 7, alongside other existing bounds
in that mass range. We see that LIGO O1 may limit
PBHs to be no more than a percent of the dark mat-
ter for M ⇠ 10 � 300 M�. If confirmed with numerical
computations, these would become the strongest existing
bounds in that mass range.

VI. DISCUSSION AND CONCLUSIONS

NSTT [38] pointed out long ago that PBHs would
form binaries in the early Universe, as a consequence of
the chance proximity of PBH pairs, and estimated their
merger rate at the present time. Following the first de-
tection of a binary-black-hole merger [5], Sasaki et al. [9]
updated this calculation to 30 M� PBHs, and general-
ized it to an arbitrary PBH abundance. They focused on
the case where PBHs are a very subdominant fraction of
the dark matter, as was implied by the stringent CMB
spectral distortions bounds at the time [23], since then

micro-lensing wide binaries
ultra-faint dwarfs

potential limits  
from LIGO O1 run
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CM
B anisotropies
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FIG. 7. Potential upper bounds on the fraction of dark matter
in PBHs as a function of their mass, derived in this paper (red
arrows), and assuming a narrow PBH mass function. These
bounds need to be confirmed by numerical simulations. For
comparison we also show the microlensing limits from the
EROS [21] (purple) and MACHO [20] (blue) collaborations
(see Ref. [74] for caveats and Ref. [32] for a discussion of
uncertainties), limits from wide Galactic binaries [22], ultra-
faint dwarf galaxies [25], and CMB anisotropies [24].

revised and significantly alleviated [24] (see also [33]).

In this paper, we have, first of all, made several im-
provements to the calculation of NSST, and accurately
computed the distribution of orbital parameters of PBH
binaries forming in the early Universe. Specifically,
we have computed the exact probability distribution of
initial angular momentum for a close pair torqued by
all other PBHs, and have accounted for the tidal field
of standard adiabatic density perturbations, dominant
when PBHs make a small fraction of the dark matter.

Our second and most important addition was to check
thoroughly whether the highly eccentric orbits of PBH
binaries merging today can get significantly disturbed
between formation and merger. To do so, we have esti-
mated the characteristic properties of the first non-linear
structures, and as a consequence their e↵ects on the or-
bital parameters of PBH binaries. We found that PBH
binaries merging today are essentially unscathed by tidal
torques and encounters with other PBHs. This robust-
ness stems from the fact that these binaries typically form
deep inside the radiation era and are very tight. We have
also estimated the e↵ect of baryon accretion to be much
weaker than previous estimates [43], but potentially im-
portant if unknown numerical prefactors happen to be
large.

Thirdly, we have revisited the calculation of Ref. [8]
for the merger rate of PBH binaries forming in present-
day halos through gravitational recombination. We have
explicitly accounted for the previously neglected Pois-
son fluctuations resulting from the granularity of PBH
dark matter. This shot noise greatly enhances the vari-
ance of density perturbations on small scales, and has
pronounced e↵ects on the properties of low-mass halos.

Large Uncertainties pertaining to the
i) formation of the first DM halos and 
how they affect the binaries and 
ii) impact of gas accreted into the BH 
binaries (especially circum-binary disks)



Future directions for DM by PBHs
When these binaries form they have high initial eccentricities and small

peri-center distances: 

I.C., E. Kovetz, Ali-Haimoud, S. Bird, M. Kamionkowski, J. Munoz and 
A. Raccanelli (JHU) PRD 94 084013 (arXiv:1606.07437) 
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Which in turn have dramatically different timescales until merger:

By the time of LIGO observation fully 
circularized.
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A rare case? (see many more modes of grav. waves)

With LIGO we expect O(1) events while with the Einstein Telescope 
we expect O(10) events with multiple modes detected from PBH 
binaries. Other astrophysical mechanisms for Binary BHs have 
typical time-scales of evolution that is ~Myrs-Gyrs. With Future 
eLISA we will also be able to trace back some PBH systems to 
earlier stages (days-years before the merger event) and thus 
observe the binaries at even higher eccentricities.

Cholis et al. PRD 2016

simplified noise (LIGO final design)

properties of space-time in the strong-field, high-velocity
regime and confirm predictions of general relativity for the
nonlinear dynamics of highly disturbed black holes.

II. OBSERVATION

On September 14, 2015 at 09:50:45 UTC, the LIGO
Hanford, WA, and Livingston, LA, observatories detected

the coincident signal GW150914 shown in Fig. 1. The initial
detection was made by low-latency searches for generic
gravitational-wave transients [41] and was reported within
three minutes of data acquisition [43]. Subsequently,
matched-filter analyses that use relativistic models of com-
pact binary waveforms [44] recovered GW150914 as the
most significant event from each detector for the observa-
tions reported here. Occurring within the 10-ms intersite

FIG. 1. The gravitational-wave event GW150914 observed by the LIGO Hanford (H1, left column panels) and Livingston (L1, right
column panels) detectors. Times are shown relative to September 14, 2015 at 09:50:45 UTC. For visualization, all time series are filtered
with a 35–350 Hz bandpass filter to suppress large fluctuations outside the detectors’ most sensitive frequency band, and band-reject
filters to remove the strong instrumental spectral lines seen in the Fig. 3 spectra. Top row, left: H1 strain. Top row, right: L1 strain.
GW150914 arrived first at L1 and 6.9þ0.5

−0.4 ms later at H1; for a visual comparison, the H1 data are also shown, shifted in time by this
amount and inverted (to account for the detectors’ relative orientations). Second row: Gravitational-wave strain projected onto each
detector in the 35–350 Hz band. Solid lines show a numerical relativity waveform for a system with parameters consistent with those
recovered from GW150914 [37,38] confirmed to 99.9% by an independent calculation based on [15]. Shaded areas show 90% credible
regions for two independent waveform reconstructions. One (dark gray) models the signal using binary black hole template waveforms
[39]. The other (light gray) does not use an astrophysical model, but instead calculates the strain signal as a linear combination of
sine-Gaussian wavelets [40,41]. These reconstructions have a 94% overlap, as shown in [39]. Third row: Residuals after subtracting the
filtered numerical relativity waveform from the filtered detector time series. Bottom row:A time-frequency representation [42] of the
strain data, showing the signal frequency increasing over time.

PRL 116, 061102 (2016) P HY S I CA L R EV I EW LE T T ER S week ending
12 FEBRUARY 2016

061102-2

The GW150914 eventPRL 116.061102

8 peaks —> 4 rotations

• For the region chosen as optimal and with the background 
assumed from the lower energies search for a spectral line 
feature centered at a specified energy: 

We define the optimal target region as the set of pixels To for which the integrated SNR

RTo =

∑

i∈To µi
√

∑

i∈To ci
, (2.5)

is maximized. To find To, we use the approximate but efficient algorithm from Ref. [49].
The resulting target regions, optimized for our five reference DM profiles, are shown in the
left panels of Fig. 1 by the black lines. The colors indicate the signal-to-background ratio
µi/ci, with an arbitrary but common normalization. In case of a cored isothermal profile
(Reg1), the target region is largest and reaches up to latitudes of |b| ≃ 84◦. The smallest
region (Reg5) corresponds to a compressed profile with inner slope α = 1.3, and contains
the central 2◦ × 2◦ degree of the GC only. In most cases, the regions are more extended
south from the GC. This is a consequence of a slight north/south asymmetry in the observed
diffuse gamma-ray flux (see e.g. Ref. [64]). Note that the regions are only optimal as long
as signal contributions are small. In the presence of a potential signal these regions can be
further optimized, which we leave for future work.

We extract from the LAT data the gamma-ray flux measured in each of the five target
regions. The corresponding energy spectra between 20 and 300 GeV are shown in the right
panels of Fig. 1 for both, SOURCE (black) and ULTRACLEAN (magenta) event classes. The
residual CR contamination of the SOURCE event selection is best visible in Reg1 as a sizeable
difference between the SOURCE and ULTRACLEAN fluxes. This is further illustrated by the
dashed lines, which show the expected flux of residual CRs plus the extragalactic gamma-ray
background (EGBG) for comparison [65]. Remarkably, in Reg3 and Reg4 a pronounced bump
at energies around 130 GeV (indicated by the vertical dotted line) can be easily recognized
by eye; this spectral feature will turn out to be the best candidate for a gamma-ray line in
the Fermi LAT data between 20 and 300 GeV.

2.4 Spectral analysis

In order to search for gamma-ray lines in Reg1 to Reg5, we perform a shape analysis of
the energy spectra shown in Fig. 1 (though with much smaller energy bins). For a given
gamma-ray line energy Eγ , this analysis is done in a small energy window that contains Eγ .
The exact positions of the energy windows adopted during the main analysis are shown in
Fig. 2. Since the energy windows follow the gamma-ray line energy, this method is known as
“sliding energy window” technique [35, 43, 44, 48, 49].

We can conveniently parametrize the boundaries of the energy window as

E0 = Eγ/
√
ϵ and E1 = min(Eγ

√
ϵ, 300 GeV) . (2.6)

The sizes of the adopted energy windows vary between ϵ ≃ 1.6 at low energies, which is a
few times wider than the LAT energy resolution, and ϵ ≃ 3.0 at high energies, in order to
compensate for the lower number of events. The choice of the energy window size is somewhat
arbitrary, but depends in principle on the uncertainties in the background curvature, the
effective area and on the available statistics. We will discuss below how a change of the
window size affects the results.

Within the adopted energy windows, we fit the spectra from Fig. 1 with a simple three-
parameter model,

dJ

dE
= S δ(E − Eγ) + β

(

E

Eγ

)−γ

. (2.7)

– 5 –

Figure 2. Energy windows that we use for our spectral line search. In red we indicate the window
that enters the fit at Eγ = 129.0 GeV.

Background fluxes are here approximated by a single power law with a free spectral index γ
and normalization β, whereas the monochromatic DM signal has a free normalization S ≥ 0
while its position Eγ remains fixed during the fit. Note that, after fixing the experimental
conditions and the profile of the Galactic DM halo, the annihilation cross-section ⟨σv⟩χχ→γγ

is related to S by a straightforward rescaling.
The best-fit model parameters (Sbf,βbf, γbf) are obtained by maximizing the likelihood

function L(S,β, γ) ≡ ΠiP (si|νi), where P (s|ν) ≡ νse−ν/s! is the Poisson probability distri-
bution function; here, si (νi) denotes the number of measured (expected) events in energy
bin i. In general, νi is a function of the model parameters and calculated by multiplying
the above three-parameter model with the exposure of the target region, and convolving the
resulting function with the effective energy dispersion of the LAT. The details of this calcu-
lation are discussed below in section 2.5. In our analysis we use energy bins that are much
smaller than the energy resolution of the LAT, such that the analysis becomes independent
of the actual binning and hence effectively “unbinned”.4

The significance of a line signal for a given value of Eγ is derived from the test statistic

TS ≡ −2 ln
Lnull

Lbest
, (2.8)

where Lbest = L(Sbf,βbf, γbf) is the likelihood of a fit with DM contribution, and Lnull is
the likelihood of a fit without DM signal (with S = 0 fixed during the fit). In absence of a
line-like signature in the data, the TS is expected to follow a 0.5χ2

k=0+0.5χ2
k=1 distribution.

5

Limits on, as well as statistical errors of, the annihilation cross-section ⟨σv⟩χχ→γγ are de-
rived using the profile likelihood method [66]. For instance, a one-sided 95% CL (two-sided
68.2% CL) limit is obtained by increasing/decreasing S from Sbf and profiling over β and γ
until −2 ln(L/Lbest) equals 2.71 (1.0).

In the spectral analysis we scan over a large number of line energies Eγ and over different
target regions to find the maximal TS value. This reduces the statistical significance of any
observed excess due to the well-known look-elsewhere effect. We attribute 6.8 trials over a

4We use 300 logarithmic bins per energy decade.
5This is a consequence of S ≥ 0. The probability distribution function of χ2

k=0 is δ(TS).

– 6 –

129.8 GeV line.
Most evident for the cases of more concen-
trated DM profiles
(contracted NFW) or Einasto Profiles.

Figure 4. Upper sub-panels: the measured events with statistical errors are plotted in black. The
horizontal bars show the best-fit models with (red) and without DM (green), the blue dotted line
indicates the corresponding line flux component alone. In the lower sub-panel we show residuals
after subtracting the model with line contribution. Note that we rebinned the data to fewer bins
after performing the fits in order to produce the plots and calculate the p-value and the reduced
χ2
r
≡ χ2/dof. The counts are listed in Tabs. 1, 2 and 3.

– 10 –

Figure 3. TS value as function of the line energy Eγ , obtained by analysing the energy spectra from
the different target regions in Fig. 1. Left and right panels show the results for the SOURCE and
ULTRACLEAN event classes, respectively. The inset shows a zoom into the relevant region. The
horizontal gray dotted lines show respectively from bottom to top the 1σ to 3σ levels after correcting
for trials (without trial correction the significance is given by

√
TSσ). In the right panel, the gray

crosses show the TS values that we obtain when instead adopting the target region and energy windows
from Refs. [45, 46] with 43 months of data.

at Eγ ≈ 130 GeV. The largest TS value is obtained in case of the SOURCE events in Reg4
and reads TS = 21.4 (corresponding to 4.6σ before trial correction). Taking into account
the look-elsewhere effect as discussed above, the trial corrected statistical significance for the
presence of a line signal in the LAT data is 3.2σ.

The fits that yield the highest significance for a line contribution are shown in Fig. 4
for the regions Reg2, Reg3 and Reg4, and for SOURCE and ULTRACLEAN events. In
the upper sub-panels, we plot the LAT data with statistical error bars, as well as the total
predicted counts from the best-fit models with (red bars) and without a gamma-ray line
contribution (green bars). The blue dotted line shows the line flux component alone (before
averaging over the energy bins). Note that, in order to improve the readability of the plots
and to calculate the indicated p-values and the reduced χ2

red, we rebinned the data to five
times fewer bins than actually used in the spectral fits.8 The lower sub-panel shows the count
residuals after subtracting the model with line. In most of the regions, the spectral signature
that is responsible for the large TS values can be easily recognized by eye. The number of
signal events ranges between 46 and 88, the statistical significance between 2.8σ and 4.6σ;
the p-values and residual plots confirm that the fits to the data are reasonable and do not
exhibit systematic discrepancies at low or high energies.

If we interpret the observed signature as being due to DM annihilation into a photon
pair via χχ → γγ, we can constrain the DM mass mχ (which then just equals the line energy,
mχ = Eγ) and the partial annihilation cross-section ⟨σv⟩χχ→γγ . The corresponding values for
processes like χχ → γZ, γh follow from a straightforward rescaling [44]. The inset of Fig. 3
shows a zoom into the most interesting region of the TS plot.9 From there, one can read off
the DM mass that best fits the data together with its error bars. From the region with the
largest TS value, Reg4 SOURCE class, we obtain mχ = 129.8 ± 2.4+7

−13 GeV. The indicated

8In Fig. 4, we omitted incomplete bins at the right end of the energy window. When calculating χ2
red, we

use the c-statistic
∑

i 2(µi − ci) + 2ci log(ci/µi).
9To generate the inset, we did not use sliding energy windows but kept the position of the energy window

fixed at the position that corresponds to the Eγ with the largest TS.
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FIG. 1. Expected sensitivity of the network of advanced LIGO and Virgo detectors to the Fiducial field model. Left panel:
Energy density spectra are shown in blue (solid for the total background; dashed for the residual background, excluding resolved
sources, assuming final advanced LIGO and Virgo [1, 2] sensitivity). The pink shaded region “Poisson” shows the 90% CL
statistical uncertainty, propagated from the local rate measurement, on the total background. The black power-law integrated
curves show the 1� sensitivity of the network expected for the two first observing runs O1 and O2, and for 2 years at the design
sensitivity in O5. (O3 and O4 are not significantly di↵erent than O5; see Table I.) If the astrophysical background spectrum
intersects a black line, it has expected SNR � 1. In both panels we assume a coincident duty cycle of 33% for O1 (actual) and
50% for all other runs (predicted). Right panel: Predicted SNR as a function of total observing time. The blue lines and pink
shaded region have the same interpretation as in the left panel. Each observing run is indicated by an improvement in the
LIGO-Virgo network sensitivity [35], which results in a discontinuity in the slope. The thresholds for SNR = 1, 3 (false-alarm
probability < 3⇥ 10�3) and 5 (false-alarm probability < 6⇥ 10�7) are indicated by horizontal lines.

trum for binary inspirals is an example. A power-law in-184

tegrated curve is calculated by taking the locus of power-185

law spectra that have expected SNR = 1, where [5]:186

SNR =
3H2

0

10⇡2

p
2T

2

4
Z 1

0

df
nX

i=1

X

j>i

�2

ij(f)⌦
2

GW

(f)

f6Pi(f)Pj(f)

3

5
1/2

,

(4)
for a network of detectors i = 1, 2, · · · , n. Hence, if187

the spectrum of an astrophysical background intersects188

a black curve, then it has an expected SNR � 1. In Eq.189

4, Pi(f) and Pj(f) are the one-sided strain noise power190

spectral densities of two detectors; �ij(f) is the normal-191

ized isotropic overlap reduction function [41, 42]; and T192

is the accumulated coincident observation time. While193

Eq. 4 is derived by assuming a Gaussian background [5],194

it can also be applied to non-Gaussian backgrounds (with195

signals that are clearly separated in time) such as the bi-196

nary black hole background considered here [43]. The197

di↵erent black curves shown in this plot illustrate the198

improvement in expected sensitivity in the coming years.199

Following [35, 39], we consider five di↵erent phases, de-200

noted O1 to O5, corresponding to the first five observing201

runs, summarized in Table I. For clarity, we show only202

the O1, O2, and O5 power-law integrated curves since203

the di↵erences between the projected sensitivities for O3,204

O4, and O5 are relatively small. In Fig. 1b, we plot the205

expected accumulated SNR for the Fiducial model as206

a function of total observation time. For both the sen-207

sitivity curves and the accumulated SNR, we assume a208

coincident duty cycle for each pair of detectors of 33% for209

O1 (actual) and 50% for all other runs (predicted). The210

total background associated with the Fiducial model211

could be identified with SNR = 3, corresponding to false212

alarm probability < 3⇥10�3, after approximately 6 years213

of observing. In the most optimistic scenario given by214

statistical uncertainties, the total background could be215

identified after 1.5 years with SNR = 3 and after approx-216

imatively 2 years with SNR = 5, which is even before217

design sensitivity is reached. It would take about 2 years218

of observing to achieve SNR = 3 and about 3.5 years for219

SNR = 5 for the optimistic residual background. The220

most pessimistic case considered here is out of reach of221

the advanced detector network but is in the scope of third222

generation detectors.223

Alternative Models — We now investigate the impact of224

possible variations on the Fiducial model. We consider225

the following alternatives:226

• AltSFR di↵ers from the Fiducial model in as-227

suming a di↵erent SFR proposed by Tornatore et228

al. [44], who combined observations and simulations229

at higher redshift; the formation rate is assumed230
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Measuring the stock. back will probe the GW sources and it is a measurable 
quantity within the next 5-10 years.

LIGO early RESULTS

The stochastic GW background

⌦GW =
f

⇢c

d⇢GW

df
<— energy density between f and f+df

There are many more too distant or not powerful enough to be resolved 
above the threshold. These create a “stochastic” grav. wave background.
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Forecasted Cross-correlation amplitude of of Galaxies with BH-BH mergers. PBH 
binaries have a smaller bias b (~0.5) compared to stellar BHs (since the PBH rate is 
dominated by the smallest DM halos)

3

D. GW Merger rates

As shown in Section II A, the error on the cross-correlation
depends on the shot noise in the gravitational wave sources,
proportional to the number of gravitational wave events, n̄GW.
We shall see that this term frequently dominates the total error.
We shall parametrize n̄GW with the integrated merger rate R.
Increased merger rates will provide better constraining power,
by reducing the GW shot noise. We emphasize that while our
forecast constraints depend strongly on the observed merger
rate, by the time the measurement is to be made, the merger
rate will be known extremely well.

The total merger rate for all BH-BH merger events implied
by the current LIGO detection is 2-400 Gpc�3yr�1 [31] for z <
0.5. Given the current large uncertainty, we adopt a fiducial
value of 50 Gpc�3yr�1, throughout, and include predictions
for a range from 30 to 100 Gpc�3yr�1. This matches the
merger rate expected from BH mergers resulting as the end-
point of stellar binary evolution from Ref [32], assuming for
simplicity that environments with a metallicity of 0.25Z� are
the dominant contributor to BH-BH binary mergers. Given the
large uncertainty in the total merger rate, we shall assume for
simplicity that it is constant with redshift [ek: Do we assume
the stellar R(z) is constant or not?]. As our redshift bins are
relatively wide, this should be a reasonable assumption.

We also need an estimate for the merger rate from the 30M�
PBHs we suggest may comprise the dark matter. Here we
shall follow theoretical expectations from Ref [7], which sug-
gest that the merger rate is R ⇡ 3 Gpc�3yr�1, constant with
redshift. However, this estimate includes several large and
di�cult to quantify theoretical uncertainties. To reflect this
we will consider a range of merger rates between 1 and 6
Gpc�3yr�1.

Note that these two estimates are not exclusive; the total rate
of BH mergers is independent of the rate of 30M� mergers
from PBHs.

In principle, GW number counts are modified by gravita-
tional lensing in two ways. First, by changing their apparent
angular position due to lensing convergence. Secondly, their
observed number density is changed due to cosmic magnifica-
tion by the intervening mass distribution [33–35]. However,
these e�ects are important only on small scales, which ground-
based GW detectors do not have access to (assuming there are
no EM counterparts), so we shall safely neglect them.

E. GW Bias

As discussed above, our goal is to distinguish between dif-
ferent progenitor models by measuring the bias of the GW
sources from the linear matter power spectrum. GW events re-
sulting from the endpoints of stellar binary evolution in a halo
are expected to be a function of the star formation rate and the
metallicity in the halo. They will thus tend to occur in larger
and more heavily biased halos than mergers from PBHs, which
Ref. [7] showed occur predominantly in small halos below the
threshold for forming stars. The bias for small halos can be

Stellar, z=0.35
PBH, z=0.35
Stellar, z=1.0
PBH, z=1.0

ℓ
(ℓ

+1
) C
ℓ

/2
π
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FIG. 1. Forecast amplitude of the cross-correlation between our
fiducial galaxy sample and BH mergers as a function of multipole
`. Solid lines show the results for z = 0.5, and dashed lines for
z = 1.0, both integrated over a redshift shell of width �z = 0.35. The
two blue lines correspond to our fiducial model for BH mergers of
stellar origin, in halos with bStellar

GW = 1.4, while the two black lines
correspond to mergers resulting from PBHs, with bPBH

GW = 0.5. We
assume r = 1 for both cases.

estimated analytically using (see e.g. [36]):

bhalo = 1 + ⌫
2 � 1
�c
, (6)

where �c = 1.686 is the critical overdensity value for spherical
collapse, and ⌫ ⌘ �c/�(M), where�(M) is the mass variance.
Eq. (6) gives bhalo ⇠ 0.45 at z = 0, and bhalo ⇠ 0.5 at z = 1.5 for
M < 106M�. As this includes the overwhelming majority of
halos hosting PBH mergers, we will take bPBH

GW = 0.5, constant
with redshift.

For BH mergers with stellar binary progenitors, we assume
the galaxies that host the majority of the stars have similar
properties to our observed galaxy sample. Thus we assume the
same bias for stellar GW binaries as we assumed for our galaxy
sample in Section II B, bStellar

GW = bg = 1.4. We assume this bias
is constant with redshift; in practice the bias of, for example,
a 1012M� halo will be larger at higher redshift, as objects of
that size become rarer. This will increase �b = bStellar

GW � bPBH
GW ,

making our estimates conservative.
Thus, if we cross-correlate a GW event map (filtered to

contain only & 30 M� events) with a galaxy catalog, under the
assumption that the progenitors of BH-binaries in this mass
range are primarily dark matter PBHs, we would expect a bias
di�erence of �b = bStellar

GW � bPBH
GW & 0.9. If we instead assume

that BH binaries form as the endpoint of stellar evolution, we
expect �b ⇠ 0. In Figure 1 we show the predicted cross-
correlation of our galaxy catalog for both models; BH mergers
of primordial and stellar origin.

F. Estimating the cross-correlation amplitude

We now introduce a minimum-variance estimator for the
e�ective correlation amplitude, Ac ⌘ r ⇥ bGW , where r is

Another future direction:Cross-Correlations with Galaxies

A. Raccanelli, E. Kovetz, S. Bird,  I.C. J. Munoz 
PRD 94 023516 (arXiv:1605:01405)

If the GW signal comes from BHs originating by standard astrophysical sou-
rces e.g. BH in globular clusters, then the binary systems should preferential-
ly reside in galaxies where most of the stars are. So GW and star forming 
galaxy (SFG) maps would be highly correlated.

If the GW signal 
comes from PBHs 
that constitute the 
DM then their 
distribution will be 
more uniform on 
the sky. 



Understanding the Black Holes Mass Function
E. Kovetz, I.C., P. Breysse, M. Kamionkowski PRD 2017

Current Status
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Future?Understanding the BH 
mass-function can lead to  
understanding the 
progenitors of these 
systems



Another future possible indication for PBH:
Mass-Spectrum of BH-BH binaries

E. Kovetz, et al. PRD 2017
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The observables?
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Constraining MACHO Dark Matter: FRB Lensing 
(Muñoz, EDK, Dai, Kamionkowski, PRL 117 (2016))
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Constraining MACHO Dark Matter: FRB Lensing 
(Muñoz, EDK, Dai, Kamionkowski, PRL 117 (2016))

CHIME experiment: expected rate of            FRBs per year

Nlensed = ⌧̄NFRB

A null detection will close the “window”:

O(104)

Nlensed = 10� 100 yr�1
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Another future possible indication for PBH:!
Mass-Spectrum of BH-BH binaries

E. Kovetz, et al. 2016
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Other ideas on how to constrain PBH DM:

3
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FIG. 2. Example of the distribution of 30 M� PBHs detectable
by VLA in the ROI, for one Monte Carlo realization. The
colored background depicts the column gas density. The size
of the black points is proportional to the PBH velocity in the
range 0.3 � 3 km/s (for detectable PBHs).

the Eddington formalism [38], as done e.g. in [39]. We
checked that our simple approach is equivalent in the
low-velocity tail, up to v ' 40 km/s. 2 Since our results
depend only on PBHs with velocities . 10 km/s (see
below), we can safely neglect the high-velocity tail and
adopt the simple formalism described above.
Given the mass, position and velocity of each PBH

(and the gas density), we compute accretion rate, X-ray,
and radio emission adopting the prescriptions discussed
in the previous section.

Radio BH candidates: The 1.4 GHz source catalog
from a VLA survey of the GC region [40] contains 170
sources in a 1� ⇥ 1� region centered on the GC. The
minimum detectable flux for this catalog is ⇠ 1 mJy.

In order to compare our predictions to the observations,
we carry out a data analysis on the VLA catalog and check
if there can be any BH candidate among the detected
sources.
If any of these sources are accreting BHs, their X-ray

and radio emissions should be co-located. We therefore
compare the radio catalog with the X-ray point source
catalog from [41], which contains 9017 sources detected
by Chandra in the 0.5 � 8 keV band in a 2� ⇥ 0.8� band
centered on the GC, and search for all sources in both
catalogs that have positions within 1000 of each other.3

2 M. Fornasa, private communication.
3 This is a very conservative separation. The positional accuracy
of Chandra is < 100. For the VLA, the positional accuracy is
typically a small fraction of the synthesized beam, 200.4 ⇥ 100.3
for the survey in [40] , taken in A configuration. A separation

We find 24 sources in both the X-ray and radio catalogs
within 1000 of each other. If we assume that these sources
are accreting BHs, then their X-ray and radio fluxes
should lie on the FP, as explained above. So, we use the
FP ( considering masses from 10 to 100 M�) to predict
the X-ray flux from the radio flux of each of these objects
(24 in the very conservative case, 9 if we exclude likely
foreground sources).

We find that the predicted X-ray fluxes are substantially
larger (⇠ 3�7 orders of magnitude) than the flux reported
in the catalog from [41] in the whole mass range we
consider. We therefore conclude that none of the 24 (or 9
likely Galactic) VLA sources with overlapping positions lie
on the FP, and therefore, given the assumptions described
above regarding the presence of a jet, we have no BH
candidate in our sample.
X-ray BH candidates: Hard X-ray emission (>

10 keV) su↵ers from far less Galactic absorption than
soft X-ray emission and is therefore a good band to search
for emission from accreting BHs.
We consider sources in the Chandra catalog [41] in

the 0.5 � 8 keV band, and those detected by NuSTAR
in the 10 � 40 keV band [42]. For Chandra (NuS-
TAR), we consider a small region-of-interest (ROI) in-
cluding the high-density region of the Galactic Ridge:
�0.9� < l < 0.7�;�0.3� < b < 0.3� (�0.9� < l <
0.3�;�0.1� < b < 0.4�). There are 483 likely Galac-
tic X-ray sources in the Chandra catalog above a flux
threshold of 2 ⇥ 10�6 ph cm�2 s�14, and 70 NuSTAR
sources. Since in all cases the corresponding radio flux
predicted with the FP would be 3 � 7 orders of magni-
tude below the detection threshold of the VLA survey in
[40], we cannot draw any conclusions on the nature of
these X-ray sources. Therefore, we consider all of them in
our analysis as potential BH candidates (we only remove
⇠ 40% of the detected NuSTAR sources that are thought
to be cataclysmic variables [35]).
Results: The main result of the Letter is presented in

fig. 1. We display the 2�, 3�, and 5� constraints on the
DM fraction as a function of the PBH mass.
The upper limits are derived as follows. We perform

O(100) Monte Carlo simulations for 10 reference values
of the mass in the 10 � 100 M� interval, assuming a DM
fraction fDM = 1. We determine the mean and standard
deviation of the distributions of the predicted number of
PBHs with radio fluxes above the VLA threshold and with
X-ray fluxes exceeding the Chandra (NuSTAR) threshold,

of 1000 is chosen in [40] to search for positional coincidences in
other radio catalogs; we therefore also adopt 1000 as the maximum
allowed separation.

4 ”Likely Galactic” sources are defined in [41] based on their hard-
ness ratios. The exposure across the Chandra survey region is
variable and the flux threshold used here is a compromise between
maximizing the ROI and the completeness, per [41].

Radio and X-ray 
emission from gas 
accretion in the  
Galactic Center

D. Gaggero, G. Bertone, F. Calore et al. PRL 2017



Combining space and ground-based observations

We will be able to observe the evolution of individual systems over periods 
of years, thus measure the evolving eccentricities, masses.

I.C. Ely Kovetz, Julian Munoz, Marc Kamionkowski (in progress + with many extensions)
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FIG. 4. Sketch displaying the expected limits for future GW experimentsa as well as the stochastic GW background for various
astrophysical and cosmological processes. The mauve band correspond to the expectations for the PBH-DM model considered
in this paper, where PBH are regrouped in dense sub-halos, for merging rates consistent with the ones inferred by AdvLIGO,
and for PBH masses in the range 10� ⇠< mPBH ⇠< 100M�. For comparison, the green band represents the region covered by
the model of Bird et al. [4] extrapolated to lower frequencies. Our model allows to consider a broad mass spectrum and larger
merging rates and as a result the amplitude of the stochastic GW background can reach the level of detectability of SKA and
LISA.

a obtained using the GWPlotter tool [42], http://rhcole.com/apps/GWplotter/
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And at even lower-frequencies:



The future of GWs with ground-based

factors are largely common between two similar detectors, so the time di↵erence between the two
detectors is relatively uncorrelated with these nuisance parameters.

The triangulation approach underestimates how well a source can be localized, since it does
not include all the relevant information. Its predictions can be improved by introducing the
requirement of phase consistency between detectors [60]. Triangulation always performs poorly for
a two-detector network, but, with the inclusion of phase coherence, can provide an estimate for the
average performance of a three-detector network [31].3

Source localization using only timing for a two-site network yields an annulus on the sky; see
Figure 4. Additional information such as signal amplitude, spin, and precession e↵ects resolve this
to only parts of the annulus, but even then sources will only be localized to regions of hundreds to
thousands of square degrees [99, 31]. An example of a two-detector BNS localization is shown in
Figure 5. The posterior probability distribution is primarily distributed along a ring, but this ring
is broken, such that there are clear maxima.

H

L

V

S

S 0
HL

HL

HV
HV

LV

LV

Figure 4: Source localization by triangulation for the aLIGO–AdV network. The locations of the
three detectors are indicated by black dots, with LIGO Hanford labeled H; LIGO Livingston as L
and Virgo as V. The locus of constant time delay (with associated timing uncertainty) between two
detectors forms an annulus on the sky concentric about the baseline between the two sites (labeled
by the two detectors). For three detectors, these annuli may intersect in two locations. One is
centered on the true source direction (S), while the other (S0) is its mirror image with respect to
the geometrical plane passing through the three sites. For four or more detectors there is a unique
intersection region of all of the annuli. Figure adapted from [41].

For three detectors, the time delays restrict the source to two sky regions which are mirror
images with respect to the plane passing through the three sites. It is often possible to eliminate
one of these regions by requiring consistent amplitudes in all detectors. For signals just above the
detection threshold, this typically yields regions with areas of several tens to hundreds of square
degrees. Additionally, for BNSs, it is often possible to obtain a reasonable estimate of the distance
to the source [109, 31], which can be used to further aid electromagnetic observations [79, 32]. If
there is significant di↵erence in sensitivity between detectors, the source is less well localized and
we may be left with the majority of the annulus on the sky determined by the two most sensitive

3 We do not intend to produce timing-only sky maps, but timing triangulation can be useful for order-of-magnitude
estimates of sky-localization accuracy averaged across the population of signals.
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Observational Outlook: Experiment Timeline 

Experiment 2015 2020 2025 2030 beyond

aLIGO (O1+)

aLIGO (design)

ET

DECIGO

(e)LISA

BBO

And the next decades

Voyager & Cosmic Explorer



Conclusions
• Taking the first detection of GWs we can make a connection to a long standing problem, 

the nature of dark matter (assuming it is BHs produced at the Early Universe). 

• The rate that these BHs merge currently is of the same order of magnitude as the one 
observed (it could have been many orders of magnitude off) PRL 116 201031, see though 
Sasaki et al.  

• These can be very short-lived objects (shorter than this presentation or the time it will take 
me to go through that slide). Thus with properties very unique and Testable! in the next 
~decade PRD 94 084013.  

• One can also search for a signal in the mass-spectrum of observed BHs in the next ten 
years PRD 95 103010 and even derive limits on PBHs from GWs (e.g. Kovetz 2017). 

• We can also search for a signal in the overall GW emission PRL 117 201102 & JCAP 06 
037 2017, Clesse&Garcia-Bellido, testable with the next generation of detectors (2030s). 

• Make a connection with other observables as is the distributions of galaxies PRD 94 
023516 (2030s++). 

• Ask more general questions regarding what are the sources of the GWs and what can we 
learn in terms of these astrophysical systems PRD 94 023516, JCAP 06 037 2017 & PRD 
95 103010. 

• A GREAT NEW PROBE TO STUDY THE COSMOS : A NEW INDIRECT DM PROBE.



Thank you!



Lower mass halos —>lower velocity 
dispersion (i.e. higher cross-section 
for the binary formation) and higher 
concentration:

2

The factor M

12

drops out, as it should. The merger rate
per unit volume also does not depend on the PBH mass,
a consequence of the dependence of the capture cross
section on M

2

bh

.
This rate is small compared with the 2�53 Gpc�3 yr�1

estimated by LIGO for a population of 30M� � 30 M�
mergers [14] by LIGO, but it is a very conservative esti-
mate. As Eq. (3) indicates, the merger rate is higher in
higher-density regions and also in regions of lower DM
velocity dispersion. The DM in Milky-way-like halos is
known from simulations [15] and analytic models [16]
to have substructure, regions of higer density and lower
velocity dispersion. There is also a broad spectrum of
DM-halo masses extending to very low masses wherein
the densities can become far higher and velocity disper-
sion far lower than in the Milky Way. To get a very
rough estimate of the conceivable increase in the PBH
merger rate due to these smaller-scale structures, we can
replace rho and v in Eq. (3) by the values they would
have had in the earliest generation of collapsed objects,
where the DM densities would have been largest and ve-
locity dispersions the smallest. If the primordial power
spectrum is nearly scale invariant, then gravitationally
bound halos of mass Mc ⇠ 500 M� will form at redshift
zc ' 33 � log

10

(Mc/30 M�). These objects will have
virial velocities v ' 0.2 km sec�1 and virial densities
⇢ ' 0.24 M� Mpc�3 [17]. Using these values in Eq. (3)
increases the merger rate per unit volume to

� ' 1400
✓

⇢

0.24 M� Mpc�3

◆ ⇣
v

0.2 km sec�1

⌘�11/7

Gpc�3 yr�1

.

(4)
Clearly, substructures are at the very least partially
stripped as they merge into larger objects in the hier-
archy, and so Eq. (4) should be viewed as a conservative
upper limit.

Having demonstrated that rough estimates contain the
merger-rate range 2 � �53 Gpc�3 yr�1 suggested by
LIGO, we now turn to more careful estimates of the PBH
merger rate. As Eq. (3) suggests, the merger rate will de-
pend on a density-weighted average, over the entire cos-
mic DM distribution, of ⇢

0.002v
�11/7

200

. To perform this
average, we will (a) first assume that DM is distributed
within galactic halos with a Navarro-Frenk-White profile
[18] with concentration parameters inferred from simula-
tions; and (b) then try several halo mass functions taken
from the literature for the distribution of halo.

The PBH merger rate R within each halo can be com-
puted using

R = 4⇡

Z r200

0

r

2

1
2

✓
⇢

nfw

(r)
M

pbh

◆
2

h�v

pbh

i dr (5)

where ⇢

nfw

(r) = 4⇢s

⇥
(r/rs)(1 + r/rs)2

⇤�1 is the
Navarro-Frenk-White density profile with characteristic
radius and density rs and ⇢s, respectively, and r

200

is

FIG. 1. The solid line shows the concentration-mass relation
from Ref. [20], while the dashed line shows that from Ref. [19].
Both concentration-mass relations are similar except in the
largest and smallest halos.

the virial radius, the radius at which the NFW profile
reaches a value 200 times the mean cosmic DM density
today. Here, M

pbh

is the PBH mass, and v

pbh

is the
relative velocity of two PBHs, and the angle brackets
denote an average over the PBH relative-velocity distri-
bution in the halo. The merger cross section � is that
in Eq. (1). The concentration parameter d (rather than
the conventional c, to avoid confusion with the speed of
light) is d = r

200

/rs. To determine the profile of each
halo, we need to relate d to the halo mass M . We use
concentration-mass relations from Ref. [19] and Ref. [20],
both fit from DM N-body simulations and shown in
Fig. 1.

We now turn to the average of the cross section times
relative velocity. The one-dimensional velocity disper-
sion of a halo is defined in terms of the escape velocity
at radius r

max

= 2.1626 rs, the radius of the maximum
circular velocity of the halo; i.e.,

v

dm

=

s
GM(r < r

max

)
r

max

=
v

virp
2

s
d

dm

g(dm)
g(d)

, (6)

where g(d) = ln(1 + d) � d/(1 + d), and dm = 2.1626 =
r

max

/rs. We approximate the velocity distribution of
PBHs within a halo as a Maxwell-Boltzmann distribu-
tion with a cuto↵ at the virial velocity; i.e.,

P (v
pbh

) = F

0

"
exp

 
�

v

2

pbh

v

2

dm

!
� exp

✓
� v

2

vir

v

2

dm

◆#
. (7)

where F

0

is chosen so that 4⇡

R vvir

0

P (v)v2

dv = 1. This
model provides a reasonable match to N-body simula-
tions, at least for the velocities substantially less than
than the virial velocity that dominate the merger rate

Bird et al. 1603.00464

But there are many more 
(in terms on number) low 
mass DM halos:
dn

dM
⇠ M�1.85

Impose a cut-off at 500 M�
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Another future direction:
Cross-Correlations with Galaxies

If the GW signal comes from BHs originating by standard astrophysical sou-
rces e.g. BH in globular clusters, then the binary systems should preferential-
ly reside in galaxies where most of the stars are. So GW and star forming 
galaxy (SFG) maps would be highly correlated.

If the BH binaries are mostly populating halos with different mass range, bias, 
redshift and angular distributions, then the correlation with SFGs galaxies in 
halos of masses                                  would be lower.

A. Raccanelli, E. Kovetz, S. Bird,  I.C. J. Munoz 
PRD 94 023516 (arXiv:1605:01405)

⇠ 1011 � 1012M�

If the GW signal comes from PBHs that constitute the DM then their distribution 
will be more uniform on the sky. 

CXY
` = haX`maY ⇤

`mi = 4⇡

Z
dk

k
�2(k)WX

` (k)WY
` (k)

We can calculate angular projections:

Window functions



WX
` (k) =

Z
NX(z)bX(z)j`[k�(z)]dz

co-moving distance

bias (progenitor infor.)

#/sr

Window function:

Forecasted Cross-correlation amplitude of of Galaxies with BH-BH mergers. PBH 
binaries have a smaller bias b (~0.5) compared to stellar BHs (since the PBH rate is 
dominated by the smallest DM halos)

NGW (z) = ṅ
GW

(z)T
obs

V (z)
3

D. GW Merger rates

As shown in Section II A, the error on the cross-correlation
depends on the shot noise in the gravitational wave sources,
proportional to the number of gravitational wave events, n̄GW.
We shall see that this term frequently dominates the total error.
We shall parametrize n̄GW with the integrated merger rate R.
Increased merger rates will provide better constraining power,
by reducing the GW shot noise. We emphasize that while our
forecast constraints depend strongly on the observed merger
rate, by the time the measurement is to be made, the merger
rate will be known extremely well.

The total merger rate for all BH-BH merger events implied
by the current LIGO detection is 2-400 Gpc�3yr�1 [31] for z <
0.5. Given the current large uncertainty, we adopt a fiducial
value of 50 Gpc�3yr�1, throughout, and include predictions
for a range from 30 to 100 Gpc�3yr�1. This matches the
merger rate expected from BH mergers resulting as the end-
point of stellar binary evolution from Ref [32], assuming for
simplicity that environments with a metallicity of 0.25Z� are
the dominant contributor to BH-BH binary mergers. Given the
large uncertainty in the total merger rate, we shall assume for
simplicity that it is constant with redshift [ek: Do we assume
the stellar R(z) is constant or not?]. As our redshift bins are
relatively wide, this should be a reasonable assumption.

We also need an estimate for the merger rate from the 30M�
PBHs we suggest may comprise the dark matter. Here we
shall follow theoretical expectations from Ref [7], which sug-
gest that the merger rate is R ⇡ 3 Gpc�3yr�1, constant with
redshift. However, this estimate includes several large and
di�cult to quantify theoretical uncertainties. To reflect this
we will consider a range of merger rates between 1 and 6
Gpc�3yr�1.

Note that these two estimates are not exclusive; the total rate
of BH mergers is independent of the rate of 30M� mergers
from PBHs.

In principle, GW number counts are modified by gravita-
tional lensing in two ways. First, by changing their apparent
angular position due to lensing convergence. Secondly, their
observed number density is changed due to cosmic magnifica-
tion by the intervening mass distribution [33–35]. However,
these e�ects are important only on small scales, which ground-
based GW detectors do not have access to (assuming there are
no EM counterparts), so we shall safely neglect them.

E. GW Bias

As discussed above, our goal is to distinguish between dif-
ferent progenitor models by measuring the bias of the GW
sources from the linear matter power spectrum. GW events re-
sulting from the endpoints of stellar binary evolution in a halo
are expected to be a function of the star formation rate and the
metallicity in the halo. They will thus tend to occur in larger
and more heavily biased halos than mergers from PBHs, which
Ref. [7] showed occur predominantly in small halos below the
threshold for forming stars. The bias for small halos can be
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PBH, z=0.35
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PBH, z=1.0
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FIG. 1. Forecast amplitude of the cross-correlation between our
fiducial galaxy sample and BH mergers as a function of multipole
`. Solid lines show the results for z = 0.5, and dashed lines for
z = 1.0, both integrated over a redshift shell of width �z = 0.35. The
two blue lines correspond to our fiducial model for BH mergers of
stellar origin, in halos with bStellar

GW = 1.4, while the two black lines
correspond to mergers resulting from PBHs, with bPBH

GW = 0.5. We
assume r = 1 for both cases.

estimated analytically using (see e.g. [36]):

bhalo = 1 + ⌫
2 � 1
�c
, (6)

where �c = 1.686 is the critical overdensity value for spherical
collapse, and ⌫ ⌘ �c/�(M), where�(M) is the mass variance.
Eq. (6) gives bhalo ⇠ 0.45 at z = 0, and bhalo ⇠ 0.5 at z = 1.5 for
M < 106M�. As this includes the overwhelming majority of
halos hosting PBH mergers, we will take bPBH

GW = 0.5, constant
with redshift.

For BH mergers with stellar binary progenitors, we assume
the galaxies that host the majority of the stars have similar
properties to our observed galaxy sample. Thus we assume the
same bias for stellar GW binaries as we assumed for our galaxy
sample in Section II B, bStellar

GW = bg = 1.4. We assume this bias
is constant with redshift; in practice the bias of, for example,
a 1012M� halo will be larger at higher redshift, as objects of
that size become rarer. This will increase �b = bStellar

GW � bPBH
GW ,

making our estimates conservative.
Thus, if we cross-correlate a GW event map (filtered to

contain only & 30 M� events) with a galaxy catalog, under the
assumption that the progenitors of BH-binaries in this mass
range are primarily dark matter PBHs, we would expect a bias
di�erence of �b = bStellar

GW � bPBH
GW & 0.9. If we instead assume

that BH binaries form as the endpoint of stellar evolution, we
expect �b ⇠ 0. In Figure 1 we show the predicted cross-
correlation of our galaxy catalog for both models; BH mergers
of primordial and stellar origin.

F. Estimating the cross-correlation amplitude

We now introduce a minimum-variance estimator for the
e�ective correlation amplitude, Ac ⌘ r ⇥ bGW , where r is

Raccanelli et al. PRD (2016)


